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Abstract—Firstly the controller using virtual reference 
feedback control design, at the same time considering the 
expectation of a given model match the closed-loop transfer 
function and sensitivity function, which need to be in the two 
objective function increases the expression in a model of the 
sensitivity function matching. Finally the controller 
parameters iteration algorithms are obtained by mathematical 
method. The asymptotic variance matrix can be applied to the 
control of virtual reference feedback correction virtual signal 
design.  
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I.  INTRODUCTION  
In this paper, on the basis of the adaptive control theory 

study a model reference adaptive control based on data 
driven virtual reference feedback corrective control. This 
method can effectively solve the unknown object in the 
closed-loop system model of parameterized design of the 
controller, the controller design problem is converted into 
parameter identification process optimization [1]. Presents a 
new adaptive control method, the basic idea, core technology 
and key points are as follows. 

For the completeness of the narrative, this section in the 
appropriate place for the closed loop system the basic theory 
of control design method of two degree of freedom controller 
made simple introduction[2]. 

II. THE ESTABLISHMENT OF THE VIRTUAL 
REFERENCE FEEDBACK CORRECTIVE CONTROL  
First briefly introduce the idea of virtual reference 

feedback correction control. Hypothesis for a given two 
controller ( ) ( )( ){ }1 2, , ,C z C zθ η , the control system is just 

meet ( )r t  and ( )y t   by the closed loop transfer function 

( )M z , if the closed loop system is with arbitrary reference 

signal ( )r t ,and that ( ) 0d t = , the output of the closed-loop 
system[3] 

( ) ( ) ( )y t M z r t=                            (1) 

The idea of virtual reference feedback correction control 
including reasonably select virtual reference input signal 
( )r t  and the disturbance signal ( )d t , makes the controller 

design process becomes easier. Therefore respectively ( )r t  

and ( )d t  introduces its construction process: 
1) The structure of the virtual reference input signal 
( )r t  

Figure 1  the structure of the virtual reference input signal  

Given the observed output data ( )y t , define a virtual 
reference signal ( )r t : 

( ) ( ) ( )y t M z r t=                               (2) 

Because of the mathematical model of controlled 
object ( )P z  is unknown, but because of when ( )P z input 
signal ( )u t  excitation, the output signal is ( )y t . Therefore, 
may be required by the proper choice of two 
controllers ( ) ( )( ){ }1 2, , ,C z C zθ η , made when the closed 

loop system with virtual reference signal ( )r t  and 

( ) 0d t = ,  the closed-loop system can generate the desired 

( )u t . Among them, the virtual reference input signal ( )r t  
structure as shown in figure 1. 

From figure 1 reference tracking error can be defined as: 

( ) ( ) ( ) ( ) ( )( ) ( )1
2 2, ,t r t C z y t M C z y tε η η−= − = −             (3) 

Which are available from figure 2, when the closed loop 
system ( )r t , ( ) 0d t =  and  ( )y t  , the closed-loop system 

( )u t  is generated: 

( ) ( ) ( ) ( ) ( ) ( )( ) ( )1
1 1 2, , ,u t C z t C z M z C z y tθ ε θ η−= = −        (4) 

1( )M z−

1( , )C zθ

1( )M z−

2( , )C zη

( )P z
( )u t ( )y t( )tε( )r t

−×

2nd International Conference on Teaching and Computational Science (ICTCS 2014)

© 2014. The authors - Published by Atlantis Press 32



2) The structure of the virtual disturbance signal ( )d t  

Figure 2 the structure of the virtual disturbance signal 

 
A given output observation data ( )y t , define a virtual 

disturbance signal  ( )d t , makes input signals of the closed-

loop system is 0, that  is ( ) 0r t = , the closed-loop system 
are only incentive ( )y t  when the output of the disturbance 

signal ( )d t   

( ) ( ) ( )y t y t d t= +                           (5) 

The structure of the virtual disturbance signal 
( )d t shown I figure 2, among them, the disturbance signal 

( )d t  there 
shall ensure that[4]: 

( ) ( ) ( ) ( )y t d t S z d t+ =                      (6) 

Two transfer functions ( )M z  and ( )S z  expectations 
are known in advance, and no longer appear in this 
expression ( )P z , the mathematical model of controlled 
object.  

III. ITERATIVE LEAST RECOGNITION 
 

Considering virtual reference feedback correction control 
parameter optimization problems occurred in the iteration, 
and in-depth analysis of the iterative solutions converge to 
the global minimum in the degree of approximation, under 
the condition of this approximation formula measure the 
convergence rate of iterative approximate solution 
sequence[5]. 

       
[ ]TsNsfNf rrrrr )(,),(),(,),()( 11 ξξξξξ LL=

, nN ≥           (7) 

It represents a minimization problem as you can see form 
as a nonlinear least squares problems, nonlinear least squares 
problem can get special circumstances as an unconstrained 
minimization, and can see as a solution of equations: 

 

⎩
⎨
⎧

=
=

0)(
0)(

ξ
ξ

st

ft

r
r

, Nt ,,2,1 L=                              (8) 

For target rule function, ( )A ξ  is a 

vector [ ]TsNsfNf rrrrr )(,),(),(,),()( 11 ξξξξξ LL= of 

Jacobi matrix, which ( )A ξ  has the following  structure[6]. 

So the objective criterion function ( )N
VRJ ξ  of quadratic 

model is: 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

1
2

1 2 1 2
2

N T T
k VR k k k k k k

T
T T T

k k k k k k k k k k

m J g G

r r A r A A S
N N N

ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ

= + +

⎛ ⎞ ⎛ ⎞= + + +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

    (9) 

Thus the corresponding iteration formula is:  

( ) ( ) ( ) ( ) ( )
1

1
2 2T

k k k k k k kA A S A r
N N

ξ ξ ξ ξ ξ ξ ξ
−

+
⎛ ⎞ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

          (10) 

The main problem is the second order items ( )S ξ  in 
Hesse matrix, is often difficult to calculate or take larger 
workload, and the use of the secant ( )G ξ  approximation. 
So ignore the second order ( )S ξ of information in the rule 
of target function ( )G ξ , so the (10) can be rewritten as[7]: 

( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2
2

T
T T T

k k k k k k k k k km r r A r A A
N N N

ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ⎛ ⎞ ⎛ ⎞= + +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 

(11) 

So (11) can be written as: 

( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )

( ) ( )( ) ( ) ( )( )

1
1

1

1

2 2T T
k k k k k k k k k k k k k

T
k k k k k

A A A r A A A r s
N N

s A A A r

ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ

−
−

+

−

⎛ ⎞⎛ ⎞= − = − = +⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

=−

    (12) 

Therefore VRFT control parameter optimization problem 
in the k  iteration of the process of iteration algorithm is: 

⎩
⎨
⎧

+=
−=

+ kk
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T

 Assuming:
)()()()AA( resolve:

 

( )ftr ξ and ( )str ξ  the specific expression, gives its 
corresponding to the first or second order partial derivative 
of the results, thus we can see: multiple occurrences of zero 

1( , )C z θ

2 ( , )C z η

( )P z
( )u t ( )y t( )tε

−× ×

1( )S z−

+
( )d t

( )y t
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in the Jacobi matrix and Hesse matrix elements, it will 
greatly simplify the operation of the actual process. 

However, the choice of initial ellipsoid for the 
convergence rate of the iterative algorithm is also very 
important. In Lyapunov function[8,9], on the basis of proof 
when the initial value to satisfy some symbols according to 
the constraint condition, the initial value after continually 
updated iteration to get the iterative parameter vector 
sequence. 

IV. THE SIMULATION EXAMPLE 
Consider the discrete time linear systems, the system 

model of the transfer function is[10]: 

( ) ( ) ( ) ( ) ( )
1

1
2 2T

k k k k k k kA A S A r
N N

ξ ξ ξ ξ ξ ξ ξ
−

+
⎛ ⎞ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠     

The controller is PID controller: 

( ) ( )

( ) ( )

1

24 3 2

1 34 4 4 4 4

4

5

1

24 3 2

2 34 4 4 4 4

4

5

1

1

T

T

z z z zC z
z z z z z z z z z z

z z z zC z
z z z z z z z z z z

θ
θ

θ α θ θ
θ
θ

η
η

η β η η
η
η

⎡ ⎤
⎢ ⎥
⎢ ⎥⎡ ⎤
⎢ ⎥= =⎢ ⎥− − − − − ⎢ ⎥⎣ ⎦
⎢ ⎥
⎢ ⎥⎣ ⎦
⎡ ⎤
⎢ ⎥
⎢ ⎥⎡ ⎤
⎢ ⎥= =⎢ ⎥− − − − − ⎢ ⎥⎣ ⎦
⎢ ⎥
⎢ ⎥⎣ ⎦ 

Two real controller is respectively: 

( ) ( )

( ) ( )

4 3 2

1 4 4 4 4 4

4 3 2

2 4 4 4 4 4

0.35
0.24

1 0.11
0

0.02

0.28
0.1

1 0.02
0.01
0.03

T

T

z z z zC z
z z z z z z z z z z

z z z zC z
z z z z z z z z z z

θ α θ

η β η

⎡ ⎤
⎢ ⎥
⎢ ⎥⎡ ⎤
⎢ ⎥= = ⎢ ⎥− − − − − ⎢ ⎥⎣ ⎦
⎢ ⎥
⎢ ⎥−⎣ ⎦
⎡ ⎤
⎢ ⎥
⎢ ⎥⎡ ⎤
⎢ ⎥= = ⎢ ⎥− − − − − ⎢ ⎥⎣ ⎦ −⎢ ⎥
⎢ ⎥−⎣ ⎦  

Two PID controller of the communist party of contains 
10 unknown parameter values need to identify an estimate. 
Using the iterative least recognition algorithm to identify 
parameters of the simulation results are shown in figure 3. 
The figure 4 shows: although both methods can obtain the 
final convergence parameters, but the method more smoothly, 
and conjugate gradient method in the process of iteration is 
undulating, unable to give him a correct prediction. 

 
    
                                                
 

 
                         
 
 

 
 
 
 
 
 
 
 
 
 
 
 

number of iterations 
Figure3 parameter estimates curve   

number of iterations 

Figure 4  parameter estimation error curve 

 
In order to show to the image, the identification results of 

controller in the closed-loop transfer 

function
( ) ( )

( ) ( ) ( )
1

1 2

,
1 , ,

P z C z
P z C z C z

θ
θ η+

  to the expectations of 

real proximity between the closed-loop transfer  
function ( )M z , and also need to test 

( ) ( ) ( )1 2

1
1 , ,P z C z C zθ η+

with real proximity between the 
desired sensitivity function ( )S z  [11]. 

Figure 5 shows the real closed-loop system transfer 
function and the design method of this paper the VRFT 
obtained closed-loop system transfer function of the Bode 
plot comparison graph, figure 6 shows the real closed-loop 
system sensitivity function and the design method of this 
paper the VRFT get bird figure contrast sensitivity function 
of the closed-loop system. The figure 6 shows the closed-
loop transfer function identification performance at low 
frequency have larger deviation, only when demand is 

Param
eter estim

ates 
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gradually increasing in frequency identification accuracy are 
improved greatly. 

 

 
Figure5 real closed-loop transfer function       

（—real closed-loop system； ○ identify the closed-loop system） 

 
 

Figure6  real closed-loop sensitivity function 

（—real closed-loop sensitivity；○ identification of closed loop 
sensitivity） 

V. CONCLUSIONS 
Virtual reference feedback corrective control method is 

used for unknown parameters calibration of two degrees of 
freedom closed loop controller. At the same time the 
equations of the filter used for pretreatment of observation 
data expression, thus ensuring model reference control. 
When the objective function is derived by means of the 
jacobian matrix and hessian matrix in the global minimum, 
the iterative least squares identificate algorithm of the 

iterative sequence generated by approximation with global 
optimal value relation. Also the asymptotic variance matrix 
can be applied to the control of virtual reference feedback 
correction virtual signal controller design and inspection 
process. 
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