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Abstract 
Improving the smooth degree of modeling data series 
is key factor of grey model’s precision. According to 
function transformation theory and grey system 
modeling theory, elementary study on GM(1,1) model 
based on function transformation is given, then the 
methods of linear function transformation and 
compound function transformation against modeling 
data series are put forward to improve model’s 
precision in the paper. It has been proved that the 
smooth degree of modeling data series after the two 
new transformations can be improved. The result of 
practical application demonstrates effectiveness of the 
two new methods.  

Keywords: Smooth degree, Function transformation, 
GM(1,1) model, Precision 

1. Introduction 
GM(1,1) model [1] has been proposed by Chinese 
scholar professor Julong Deng in 1982. It is the most 
frequently used in the grey system theory. And it is 
also called traditional GM(1,1) model. Its precision is 
related to the smooth degree of modeling data series. 
When the smooth degree of modeling data series is not 
high enough, the precision of grey GM(1,1) model is 
very poor. 

In order to improve the smooth degree of 
modeling data series, logarithm function )(ln kxf =  

))1(( ex ≥  transformation is put forward in [2]; 

power transformation function ≥= )1(()]([ 1 xkxf T  
)1,1 ≥T  is put forward in [3]; logarithm-power 

transformation function ,)1(()]([ln 1 exkxf T ≥=  
)1≥T  is put forward in [4]; transformation based on 

function )0()]([ >= − akxf a  is put forward in [5]. 
And it has been proved that the several transformations 
can improve the smooth degree of modeling data series. 

Based on the knowledge of transformation 
function and inverse transformation function, the 

methods of linear function transformation 
(0) ( )f px k q= +  and compound function 

transformation (0)ln ( )f p x k q= +  against modeling 
data series are put forward to improve the smooth 
degree of modeling data series. The suitable parameter 
p  and q  of transformation functions can be obtained 

by Genetic Algorithm [7] on condition that the mean 
absolute percentage error (MAPE) of model is 
minimal in [6]. Therefore, the precision of grey system 
model can be improved. 

2. The traditional method of 
improving smooth degree of 
modeling data series 

Definition 2.1. [8] Let },,2,1),({ )0( nkkx K=  be 

non-negative data series, then 
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defined as smooth ratio of },,2,1),({ )0( nkkx K= . 

Definition 2.2. [8] Let },,2,1),({ )0( nkkx K=  be 
non-negative data series, for any ,0>ε  if there exists 

a 0k  such that smooth ratio ερ <=
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when 0kk > , then the data series is called smooth  
data series. 
Theorem 2.1. [8] Series },,2,1),({ )0( nkkx K=  is 
a smooth data series iff the smooth ratio )(kρ  is 

decrement with k , where 

∑
−

=

= 1

1

)0(

)0(

)(

)()( k

i

ix

kxkρ . 

Theorem 2.2. [2] Let },,2,1),({ )0( nkkx K= be an 

increment data series with k  and ex >)1()0( , then 
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Theorem 2.3. [3] Let },,2,1),({ )0( nkkx K=  be an 

increment data series with k  and 1,1)1()0( ≥≥ Tx , 

then 

∑∑
−

=

−

=

≤ 1

1

)0(

)0(

1

1

1)0(

1)0(

)(

)(

)]([

)]([
k

i

k

i

T

T

ix

kx

ix

kx
. 

Theorem 2.4. [4] Let },,2,1),({ )0( nkkx K=  be an 

increment data series with k  and 1,)1()0( ≥≥ Tex ,  

then 
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Theorem 2.5. [5] Let },,2,1),({ )0( nkkx K=  be an 

increment data series with k  and 1,)1()0( ≥≥ Tex , 
then for 0>a , the following inequality is true. 
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3. The method of improving smooth 
degree of modeling data series 
based on linear function 
transformation 

Theorem 3.1. Let },,2,1),({ )0( nkkx K=  be an 

increment data series with k  and 0)1()0( >x , then 

})({ )0( qkpx +  is smooth data series, where ,0<p  

nkqkpxq ,,2,1,0)(,0 )0( K=>+> . 

Proof. Because series },,2,1),({ )0( nkkx K=  is an 

increment data series with k  and 0)1()0( >x , 

})({ )0( qkpx + is a non-negative decrement data 

series, where ,1,0)(,0,0 )0( =>+>< kqkpxqp  
n,,2 K . 

We have qkpxqkpx +<++< )()1(0 )0()0(  and 
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Therefore  
)0)(,0,0(})({ )0()0( >+><+ qkpxqpqkpx  

is smooth data series according to Theorem 2.1. 
Theorem 3.2. Let series },,2,1),({ )0( nkkx K=  be 

an increment data series with k and <> px ,0)1()0(  

0 , ,0)(,0 )0( >+> qkpxq nk ,,2,1 K= . 

 Then 
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Proof. Because series },,2,1),({ )0( nkkx K=  is a 
non-negative increment data series with k , we get 

 )1,,2,1()()(0 )0()0( −=≤< kikxix K . 

And  0)1()0( >x , ,0,0(})({ )0( ><+ qpqkxp  

),,2,1,0)()0( nkqkxp K=>+ is a non-negative 
decrement series with k , thus 

)1,,2,1()()(0 )0()0( −=+≤+< kiqipxqkpx K . 
We have  

])()[(])()[( )0()0()0()0( qipxkxqkpxix +≤+  
)1,,2,1( −= ki K . 
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Therefore   
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In the end, Theorem 3.2 shows the smooth degree 
of data series })({ )0( qkpx + is better than that of 

original data series )}({ )0( kx , where ,0,0 >< qp  

nkqkpx ,,2,1,0)()0( K=>+ . 

4. Modeling method based on   
linear function transformation 

4.1. Main thought of modeling 
method based on linear 
function transformation 

qkpxf += )()0(
 

Series },,2,1),({ )0( nkkx K=  is original data series. 

Let nkqkpxky ,,2,1,)()( )0()0( K=+= , then the 
parameter p  and q  of transformation function can be 
obtained by Genetic Algorithm under the criterion of 

minimization ∑
=

−n

k kx
kxkx

n 1
)0(

)0()0(

|
)(

)()(ˆ
|1

 after inverse 

transformation 
p

qkykx −
=

)(ˆ
)(ˆ

)0(
)0( .  

4.2. Main steps of modeling method 
based on linear function  
transformation qkpxf += )()0(   

Step 1: The original data series )}({ )0( kx  is    

transformed into new data series })({ )0( qkpx + , 

which is denoted by ),,2,1)}(({ )0( nkky K= . 

Step 2: New series },,2,1),({ )0( nkky K=  is used 
to establish traditional GM(1,1) model [1], then   
forecasting formula: 

qpxyy +== )1()1()1(ˆ )0()0()0(  
)1(ˆ)0(ˆ)0( )ˆ/ˆ)1()(1()(ˆ −−−−= kaa eabyeky  

K,3,2=k  
is obtained  by calculation, where â  is estimate value 

of developing coefficient and b̂  is estimate value of 
the grey input. 
Step 3: According to inverse transformation function 

p
qkykx −

=
)(ˆ

)(ˆ
)0(

)0( , forecasting formula:  

qpxyy +== )1()1()1(ˆ )0()0()0(  
)1(ˆ)0(ˆ)0( )ˆ/ˆ)1()(1()(ˆ −−−−= kaa eabyeky  

K,3,2=k  
can be turned into  

)1()1(ˆ )0()0( xx =  

p

qe
a
bqpxe

kx
kaa −−+−
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−− )1(ˆ)0(ˆ

)0(
)

ˆ

ˆ
)1()(1(

)(ˆ

       K,3,2=k . 

4.3. Application of modeling 
method based on linear 
function transformation 

=f qkpx +)()0(   

Per capita annual net income of rural households is an 
important index of national agriculture economic 
development level. Establishing grey forecasting 
model of Per capita annual net income of rural 
households and forecasting its future trend will have 
great significance. First, linear function 
transformational GM(1,1) model of Per capita annual 
net income of rural households from 1996 to 2003 is 
established. Then, Per capita annual net income of 
rural households from 2004 to 2005 is forecasted. 
(Data form “China Statistical Yearbook-2006” [9]) 

(1) The traditional GM(1,1) model of these data is 
as follows: 

1.1926)1()1(ˆ )0()0( == xx  
)1(0372.0)0( 0.1986)(ˆ −= kekx  

K,3,2=k  
where  

5.1951ˆ,0372.0ˆ =−= ba . 
(2) The model based on linear function 

transformation qkpxf += )()0(  is as follows: 

1.1926)1()1(ˆ )0()0( == xx  

3.20589429.47)(ˆ )1(3635.0)0( += −kekx  
K,3,2=k  

where 
,8084.18ˆ,3635.0ˆ −=−= ba  

8248.367,1787.0 =−= qp . 
Table 1 shows that the mean absolute percentage 

error and forecasting relative error of the model based 
on linear function transformation qkpxf += )()0(  
are much less than that of traditional GM(1,1) model. 
In a word, it is obvious that the modeling method 



based on linear function transformation has improved 
the fitted precision and forecasting precision of grey 

model. 

 
Traditional GM(1,1) 

model 
Function qkpx +)()0(  
transformational model No. Year

Per capita annual 
net income of 

rural households Model 
values 

Relative 
error 

Model 
values 

Relative 
error 

1 1996 1926.1 1926.1 0% 1926.1 0% 
2 1997 2090.1 2061.3 1.38% 2127.3 -1.78% 
3 1998 2162.0 2139.4 1.05% 2157.5 0.21% 
4 1999 2210.3 2220.5 -0.46% 2201.0 0.42% 
5 2000 2253.4 2304.6 -2.27% 2263.5 -0.45% 
6 2001 2366.4 2392.0 -1.08% 2353.5 0.55% 
7 2002 2475.6 2482.6 -0.28% 2482.9 -0.29% 
8 2003 2622.2 2576.7 1.74% 2669.0 -1.78% 

MAPE 1.18% 0.78% 
9 2004* 2936.4 2674.4 8.92% 2936.7 -0.01% 
10 2005* 3254.9 2775.8 14.72% 3321.7 -2.05% 

（*Forecasting value） 
Table 1:  Comparison of two modeling methods (Unit: Yuan). 

 

5. The method of improving smooth 
degree of data series based on 
compound function   
transformation 

Theorem 5.1. Let },,2,1),({ )0( nkkx K=  be an 

increment data series with k  and 0)1()0( >x , then 

})(ln{ )0( qkxp + is a smooth data series, where 

nkqkxpqp ,,2,1,0)(ln,0,0 )0( K=>+>< . 

Proof. Since )}({ )0( kx is an increment series with k  

and ex >)1()0( , })(ln{ )0( qkxp +  is a non-negative 

decrement series, where ,0,0)(ln )0( <>+ pqkxp  
nkq ,,2,1,0 K=> . 

We have 
qkxpqkxp +<++< )(ln)1(ln0 )0()0(  

and 
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Therefore })(ln{ )0( qkxp +  is a smooth data series 

according to theorem 2.1, where >+ qkxp )(ln )0(  
nkqp ,,2,1,0,0,0 K=>< . 

Theorem 5.2. Let },,2,1),({ )0( nkkx K=  be an 

increment data series with k  and ,0,)1()0( <> pex  

,0)(ln,0 )0( >+> qkxpq nk ,,2,1 K= , then   
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Proof. According to Theorem 2.2, the second 
inequality in theorem 5.2 is true. We only need to 
prove the first inequality in theorem 5.2. 

Because data series },,2,1),({ )0( nkkx K=  is 
a non-negative increment data series with k , we get 

)1,,2,1()()(0 )0()0( −=≤< kikxix K , 

)1,,2,1()(ln)(ln0 )0()0( −=≤< kikxix K . 

And })(ln{ )0( qkxp +  is a non-negative decrement 

data series with k , where <>+ pqkxp ,0)(ln )0(  
,0,0 >q nk ,,2,1 K= . 

Thus  



qixpqkxp +≤+< )(ln)(ln0 )0()0(  
)1,,2,1( −= ki K . 

We have  
])(ln)[(ln )0()0( qkxpix +  

],)(ln)[(ln )0()0( qixpkx +≤  
)1,,2,1( −= ki K . 
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Theorem 5.2 shows the smooth degree of series 
)0)(ln,0,0}()(ln{ )0()0( >+<<+ qkxpqpqkxp

is better than that of data series )}({ln )0( kx and 

)}({ )0( kx ),2,1( nk K= . 

6. Modeling method based on  
compound function 
transformation 

6.1. Main thought of modeling  
method based on compound 
function transformation  

Series },,2,1),({ )0( nkkx K=  is original data series, 

let nkqkxpky ,,2,1,)(ln)( )0()0( K=+= , the 
parameter p and q of transformation function can be 
obtained by Genetic Algorithm under the criterion of 

minimization ∑
=

−n

k kx
kxkx

n 1
)0(

)0()0(

|
)(

)()(ˆ
|1

after  inverse 

transformation pqkyekx /])(ˆ[)0( )0(

)(ˆ −= .  

6.2. Main steps of modeling  
method based on compound 
function transformation 

Step 1: The original data series )}({ )0( kx  is 

transformed into new data series })(ln{ )0( qkxp +  

which is denoted by )}({ )0( ky ),,2,1( nk K= . 

Step 2: New data series )}({ )0( ky is used to establish 
traditional GM(1,1) model [1], forecasting formula: 

qxpyky +== )1(ln)1()(ˆ )0()0()0(  
)1(ˆ)0(ˆ)0( )ˆ/ˆ)1()(1()(ˆ −−−−= kaa eabyeky  

K,3,2=k  
is obtained by calculation. 
Step 3: According to inverse transformation function 

pqkyekx /])(ˆ[)0( )0(

)(ˆ −= , forecasting formula: 

qxpyky +== )1(ln)1()(ˆ )0()0()0(  
)1(ˆ)0(ˆ)0( )ˆ/ˆ)1()(1()(ˆ −−−−= kaa eabyeky  

K,3,2=k  
can be turned into  

)1()(ˆ )0()0( xkx =  

pqe
a
bqxpe kaa

ekx
/])

ˆ

ˆ
)1(ln)(1[()0(

)1(ˆ)0(ˆ

)(ˆ
−−+− −−

=  
K,3,2=k . 

6.3. Application of modeling   
method based on compound 
function transformation  

Now compound function transformational GM(1,1) 
model of China annual per capita electricity 
consumption from 1996 to 2003 is established, and 
China annual per capita electricity consumption from 
2004 to 2005 is forecasted. (Data form “China 
Statistical Yearbook-2006” [9]) 

 (1) The traditional GM(1,1) model of these data 
is as follows: 

1.93)1()1(ˆ )0()0( == xx  
)1(0923.0)0( 5396.90)(ˆ −= kekx  

K,3,2=k  
where 

1891.86ˆ,0923.0ˆ =−= ba  
(2) The model based on logarithm function   

transformation )(ln )0( kxf =  is as follows: 



1.93)1()1(ˆ )0()0( == xx  
)1(0188.05189.4)0( )(ˆ

−

=
keekx  

K,3,2=k  
where 

4763.4ˆ,0188.0ˆ =−= ba  
(3) The model based on compound function   

transformation qkxpf += )(ln )0(  is as follows: 

1.93)1()1(ˆ )0()0( == xx  
3190.12039.3)0( )1(0258.0

)(ˆ +−

=
keekx  

K,3,2=k  
where 

6891.0ˆ,0258.0ˆ −=−= ba  
2874.0,2179.0 =−= qp . 

 

Traditional 
GM(1,1) model 

Function 
)(ln )0( kx  

transformational 
model 

Function 
qkxp +)(ln )0(  

transformational 
model 

No. Year 

China 
annual per 

capita 
electricity 

consumption Model 
values 

Relative 
error 

Model 
values 

Relative 
error 

Model 
values 

Relative 
error 

1 1996 93.1 93.1 0% 93.1 0% 93.1 0% 
2 1997 101.8 99.29 2.47% 99.95 1.82% 100.15 1.62% 
3 1998 106.6 108.90 -2.16% 109.08 -2.33% 109.13 -2.37% 
4 1999 118.2 119.42 -1.03% 119.23 -0.87% 119.19 -0.84% 
5 2000 132.4 130.97 1.08% 130.56 1.39% 130.48 1.45% 
6 2001 144.6 143.64 0.66% 143.21 0.96% 143.17 0.99% 
7 2002 156.3 157.53 -0.79% 157.35 -0.67% 157.48 -0.75% 
8 2003 173.7 172.76 0.54% 173.21 0.28% 173.65 0.03% 

MAPE 1.25% 1.19% 1.15% 
9 2004* 190.2 189.46 -0.39% 191.01 0.43% 191.98 0.94% 
10 2005* 216.7 207.78 -4.12% 211.03 -2.62% 212.79 -1.80% 

（*Forecasting value） 
Table 2: Comparison of three modeling methods (Unit: kwh). 

 
Table 2 shows that the mean absolute percentage 

error (MAPE) and forecasting relative error of the 
model based on compound function transformation 

qkxpf += )(ln )0(  are less than that of traditional 
GM(1,1) model. In a word, it is obvious that modeling 
method based on compound function transformation 

qkxpf += )(ln )0(  has improved the fitted 
precision and forecasting precision of grey model. 

7. Conclusions 
In the paper, Based on function transformation theory, 
two new function transformation methods of improving 
smooth degree of modeling data series are proposed. It 
has been proved that smooth degree of modeling data 
series after the two transformations is better than that 
of the original data series. The result of two examples 
in the paper shows that the precision of model after the 

two transformations is better than that of traditional 
GM(1,1) model.  

Additionally, the methods of improving smooth 
degree of modeling data series proposed in the paper 
are only sufficient and not necessary condition of 
improving grey model’s precision. There are other 
transformational methods of improving smooth degree 
of modeling data series to improve grey model’s 
precision. And the two new modeling methods based 
on function transformation are only suitable for short-
term prediction, and long-term forecasting model need 
to research in the future. 
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