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#### Abstract

Objective: The three-dimensional reconstruction method based on vision uses the digital camera as the image sensor. Establishing the model of a dynamic measured object is the premise of the vision precise measuring system. Methods: By using the pinhole camera model and the mathematical modeling method, the three-dimensional reconstruction of the measured part can be completed quickly based on the known measured objects. The corresponding relation can be realized accurately and automatically on condition that the object's shape characteristic is known clearly. The algorithm of the threedimensional measuring model of cylindrical workpiece can be established conveniently. Results: The algorithms are verified by simulation with Solidworks and Matlab. The correctness of the algorithm is validated by actual experiment and the absolute error is less than 0.015 mm or the relative error is less than $\mathbf{0 . 1 \%}$. Conclusion: The measuring results are accurate enough to satisfy the practical requirement of fast and precise measuring in industrial field.
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## I. Introduction

The vision measuring system uses camera to shoot the measured objects and the obtained picture contains the information about the objects in 2-dimensional image plane. We need to restore the information to the real objects in 3-dimensional space. This procedure is 3dimensional reconstruction[1,2]. The 3-dimensional reconstruction method based on vision uses the digital camera as the image sensor. It is divided into monocular, binocular and multiple vision system. The monocular vision includes shading value method[3,4], photometric stereo vision method[5],texture method[6], contour method[7],focusing method[8],motion method [9,10], etc. This vision measuring method doesn't subject to the restriction of object's shape and the speed of reconstruction, so it can be realized automatically or semi-automatically.

Based on the known measured objects, the pinhole image model can be established and the mathematical modeling methods can be used to complete the 3dimensional reconstruction. The cylindrical workpiece will be used as an example to introduce the camera image model, the steps of mathematical modeling and verification by simulation and actual measuring test.

## II. THE CAMERA IMAGING MODEL

## A. Coordinate system



Figure 1. The camera imaging model
As shown in fig.1, there are five coordinate systems in pinhole imaging model.The imaging coordinate system is $\{I\}, o-x y$. It is within the imaging plane corresponding to CCD plane of the camera. The unit is ' m '. The main point 'o' is the intersection of the camera's main light and the plane. The camera coordinate system is $\{C\}$, Oc$\mathrm{X}_{\mathrm{c}} \mathrm{Y}_{\mathrm{c}} \mathrm{Z}_{\mathrm{c}} . \mathrm{O}_{\mathrm{c}}$ is the optic center, $\mathrm{O}_{\mathrm{c}} \mathrm{Z}_{\mathrm{c}}$ is the direction of the main beam and the length of $\mathrm{O}_{\mathrm{c}} \mathrm{o}$ is the principal distance f . The world coordinate system is $\{W\}, \mathrm{O}_{\mathrm{w}}-\mathrm{X}_{\mathrm{w}} \mathrm{Y}_{\mathrm{w}} \mathrm{Z}_{\mathrm{w}}$. The image coordinate system is $\left\{I^{\prime}\right\}$, o ouv. The unit is pixel. The origin o' is the upper left point of the image. The object coordinate system is $\{T\}, \mathrm{O}_{\mathrm{t}}-\mathrm{X}_{\mathrm{t}} \mathrm{Y}_{\mathrm{t}} \mathrm{Z}_{\mathrm{t}}$. The angle between $\mathrm{O}_{\mathrm{t}} \mathrm{Z}_{\mathrm{t}}$ and $\mathrm{O}_{\mathrm{c}} \mathrm{Z}_{\mathrm{c}}$ is the angle between the light projected onto the object and the main optical axis.

## B. Conversion relationship

Space point in $\{\mathrm{C}\}:{ }^{C} \boldsymbol{P}=\left[\begin{array}{lll}\text { xc yc zc } 1\end{array}\right] \mathrm{T}$; Space point in $\{\mathrm{W}\}:{ }^{W} \boldsymbol{P}=[\mathrm{XW}$ yw ZW 1]T; Image point in $\{\mathrm{I}\}: \boldsymbol{m}=\left[\begin{array}{lll}\mathrm{x} & \mathrm{y} & 1\end{array}\right] \mathrm{T}$; Image point in $\left\{\mathrm{I}^{\prime}\right\}$ : $\boldsymbol{m}^{\prime}=\left[\begin{array}{lll}\mathrm{u} & \mathrm{V} & 1\end{array}\right] \mathrm{T}$.

It can be inferred that ${ }^{C} \boldsymbol{P}$ and its image point m satisfy the following relationship:

$$
\begin{equation*}
z_{c} \boldsymbol{m}=\boldsymbol{M}^{C} \boldsymbol{P} \tag{1}
\end{equation*}
$$

where $\boldsymbol{M}$ is the camera matrix and f is the focal length.

The transformation between $\left\{\mathrm{I}^{\prime}\right\}$ and $\{\mathrm{I}\}$ is as follows

$$
\begin{equation*}
m^{\prime}=S \mathbf{m} \tag{2}
\end{equation*}
$$

where $S$ is the image transformation matrix, u 0 and v 0 are the coordinate of camera principal points in the u axis and $v$-axis direction of the $\left\{\mathrm{I}^{\prime}\right\}$ (pixel),
$\mathrm{sx}=\mathrm{Lx} / \mathrm{px}(\mathrm{m} / \mathrm{pixel})$ and $\mathrm{sy}=\mathrm{Ly} / \mathrm{py}(\mathrm{m} / \mathrm{pixel})$ are the scaling factors of the camera in the $u$-axis and $v$-axis, Lx and Ly are the width and height of CCD, px and py are the pixel values in the photo width and height direction.

The relationship between $\{\mathrm{W}\}$ and $\{\mathrm{C}\}$ is as follows

$$
{ }^{c_{P}}=\left[\begin{array}{ll}
\boldsymbol{R} & \boldsymbol{t}  \tag{3}\\
\boldsymbol{0} & 1
\end{array}\right]^{W_{\boldsymbol{P}}}
$$

Where $\boldsymbol{R}$ is the rotation matrix, $\alpha, \beta, \gamma$ are rotation angles, $\boldsymbol{t}=[\mathrm{tx}$ ty tz] is the translation vector, tx ty tz are the translation value.

Then

$$
z_{c} \boldsymbol{m}^{\prime}=\boldsymbol{K}\left[\begin{array}{ll}
\boldsymbol{I} & 0
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{R} & \boldsymbol{t}  \tag{4}\\
\boldsymbol{0} & 1
\end{array}\right]^{W_{\boldsymbol{P}}} \boldsymbol{P}
$$

where $\left[\begin{array}{ll}\boldsymbol{R} & \boldsymbol{t}\end{array}\right]$ is the camera's external parameters matrix, $\boldsymbol{K}$ is the camera's internal parameters matrix, ax is $\mathrm{f} / \mathrm{sx}$, ay is $\mathrm{f} / \mathrm{sy}$.

## III. THE STEPS OF MATHEMATICAL MODELING

The flow chart of the mathematical modeling is specified as in Fig.2.


Figure2. The flowchart of mathematical modeling
(1)Determination of external parameters: The camera's external parameters matrix contains three rotation variables such as $\alpha, \beta, \gamma$ and three translation variables such as $t_{x}, t_{y}, t_{z}$. These variables will have effect on the imaging.
(2) Solving the transformation matrix between $\{T\}$ and $\{C\}$.
(3) Solving the coordinate of the tangent point of the measured object in $\{C\}$. First we solve the representation of the tangent point in $\{T\}$ and then convert it to the representation in $\{C\}$. We analyze the surface perpendicular to the measured object's surface and define the intermediate variables and simplify the calculation and the expression.
(4) Solving the coordinates of the endpoint of the measured object in $\{C\}$. First we solve the representation of the intermediate point in $\{C\}$. Then we solve the expression of the upper and lower endpoints.

## IV. MATHEMATICAL MODELING OF CYLINDRICAL WORKPIECE

We establish the mathematical model to obtain the length of a cylinder assumed that its radius $R$ is known in monocular vision measuring system. The external parameters include the rotation value $\beta$ of the cylinder around $Z_{c}$-axis and the translation value $s_{y}$ along $Y_{c}$-axis.

## A. Solving the transformation matrix

The solution for the transformation matrix between $\{T\}$ and $\{C\}$ is shown in Fig.3.


Figure 3. The transformation matrix between $\{T\}$ and $\{C\}$
In Fig.3, $O_{w} O_{t}$ is equal to $L_{x}$ and $O_{c} O_{w}$ is equal to $s$. The transformation from $\{T\}$ to $\{C\}$ includes three steps: first translates $L_{x} \cdot \cos \beta$ along $X_{c}$-axis, second translates $s$ $L_{x} \cdot \sin \beta$ along $Z_{c}$-axis, third rotates $\varphi$ around $Y_{c}$-axis. Then the transformation matrix is as follows

$$
{ }_{T}^{C} T=\left[\begin{array}{cccc}
\cos \varphi & 0 & \sin \varphi & L_{x} \cdot \cos \beta  \tag{5}\\
0 & 1 & 0 & 0 \\
-\sin \varphi & 0 & \cos \varphi & s-L_{x} \cdot \sin \beta \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where $\sin \varphi=L_{x} \cdot \cos \beta / \sqrt{\left(L_{x} \cdot \cos \beta\right)^{2}+\left(s-L_{x} \cdot \sin \beta\right)^{2}}$,

$$
\cos \varphi=\left(s-L_{x} \cdot \sin \beta\right) / \sqrt{\left(L_{x} \cdot \cos \beta\right)^{2}+\left(s-L_{x} \cdot \sin \beta\right)^{2}}
$$

## B. Solving the tangent point in $\{C\}$

The solution to solve the upper tangent point $P_{T}$ of the cylinder in $\{T\}$ is shown in Fig.4. The lower tangent point is similar. For $P_{T}$ in $\{T\},{ }^{T} x_{T}=0,{ }^{T} y_{T}=-P_{t} Q,{ }^{T} z_{T}=-Q O_{t}$. $P_{t} Q$ is equal to $P M$ and $Q O_{t}$ is equal to $M J$.


Figure 4.The coordinate of $P_{T}$ the tangent point of the cylinder in $\{T\}$
As shown in Fig.5, the tangent plane perpendicular to the cylindrical surface is selected to analyze. Q, M, N are pedals of the middle tangent point, upper tangent point and lower tangent point on the plane $O_{\mathrm{c}} O_{\mathrm{w}} O_{\mathrm{t}}$. The line BGD is the image of the cross section on the image plane.


Figure 5. The tangent plane perpendicular to the cylindrical

Four intermediate variables are defined as follows

$$
\begin{aligned}
& q_{1}=\left(R \sqrt{(s \cdot \cos \beta)^{2}+s_{y}^{2}-R^{2}}-s \cdot s_{y} \cdot \cos \beta\right) /\left((s \cdot \cos \beta)^{2}-R^{2}\right) \\
& q_{2}=\sqrt{(s \cdot \cos \beta)^{2}+s_{y}^{2}-R^{2}} \\
& q_{3}=\sqrt{(s \cdot \cos \beta)^{2}+\left(L_{x}-s \cdot \sin \beta\right)^{2}} \\
& q_{4}=\left(R \sqrt{(s \cdot \cos \beta)^{2}+s_{y}^{2}-R^{2}}+s \cdot s_{y} \cdot \cos \beta\right) /\left((s \cdot \cos \beta)^{2}-R^{2}\right)
\end{aligned}
$$

The upper tangent point in $\{T\}$ is obtained

$$
{ }^{T} \boldsymbol{P}_{T}=\left[\begin{array}{c}
0  \tag{6}\\
-q_{1} \cdot q_{2} / \sqrt{q_{1}^{2}+1} \\
q_{2} \cdot q_{3} /\left(s \cdot \cos \beta \sqrt{q_{1}^{2}+1}\right)-q_{3}
\end{array}\right]
$$

According to formula (5) and formula (6), the upper tangent point of the cylinder in $\{C\}$ is as follows

$$
{ }^{c} \boldsymbol{P}_{T}=\left[\begin{array}{c}
L_{x} \cdot q_{2} /\left(s \cdot \sqrt{q_{1}^{2}+1}\right)  \tag{7}\\
-q_{1} \cdot q_{2} / \sqrt{q_{1}^{2}+1} \\
q_{2}\left(s-L_{x} \cdot \sin \beta\right) /\left(s \cdot \cos \beta \sqrt{q_{1}^{2}+1}\right)
\end{array}\right]
$$

Similarly, the lower tangent point of the cylinder in $\{C\}$ is as follows

$$
{ }^{C} \boldsymbol{P}_{B}=\left[\begin{array}{c}
L_{x} \cdot q_{2} /\left(s \cdot \sqrt{q_{4}^{2}+1}\right)  \tag{8}\\
q_{4} \cdot q_{2} / \sqrt{q_{4}^{2}+1} \\
q_{2}\left(s-L_{x} \cdot \sin \beta\right) /\left(s \cdot \cos \beta \sqrt{q_{4}^{2}+1}\right)
\end{array}\right]
$$

## C. Solving the endpoint in $\{\mathrm{C}\}$

The equations are an exception to the prescribed specifications of this template. You will need to determine whether or not your equation should be typed using either the Times New Roman or the Symbol font (please no other font). To create multileveled equations, it may be necessary to treat the equation as a graphic and insert it into the text after your paper is styled.

The solution to solve the endpoints of the cylinder in $\{C\}$ is shown in Fig.6. $M P_{M}$ is equal to $L_{R}, M_{1} M_{2}$ is also equal to $L_{R}$ and $M_{3} M_{4}$ is equal to $s_{y}$.


Figure 6. The endpoints of the cylinder in $\{C\}$
The middle endpoint in $\{C\}$ is obtained

$$
{ }^{C} P_{M E}=\left[\begin{array}{c}
L_{R} \cdot \cos \beta-R \cdot s \cdot \sin \beta \cdot \cos \beta / \sqrt{(s \cdot \cos \beta)^{2}+s_{y}^{2}}  \tag{9}\\
s_{y}\left(1-R / \sqrt{(s \cdot \cos \beta)^{2}+s_{y}^{2}}\right) \\
s-L_{R} \cdot \sin \beta-R \cdot s \cdot \cos ^{2} \beta / \sqrt{(s \cdot \cos \beta)^{2}+s_{y}^{2}}
\end{array}\right]
$$

The upper endpoint and the lower endpoint in $\{C\}$ are as follows

$$
{ }^{c} P_{T E}=\left[\begin{array}{c}
L_{R} \cdot \cos \beta+\sin \beta \cdot q_{2} / \sqrt{q_{1}^{2}+1}-s \cdot \sin \beta \cdot \cos \beta  \tag{10}\\
-q_{1} \cdot q_{2} / \sqrt{q_{1}^{2}+1} \\
q_{2}\left(s-L_{x} \cdot \sin \beta\right) /\left(s \cdot \cos \beta \sqrt{q_{1}^{2}+1}\right)
\end{array}\right]
$$

$$
{ }^{C} P_{B E}=\left[\begin{array}{c}
L_{R} \cdot \cos \beta+\sin \beta \cdot q_{2} / \sqrt{q_{4}^{2}+1}-s \cdot \sin \beta \cdot \cos \beta  \tag{11}\\
q_{4} \cdot q_{2} / \sqrt{q_{4}^{2}+1} \\
q_{2}\left(s-L_{x} \cdot \sin \beta\right) /\left(s \cdot \cos \beta \sqrt{q_{4}^{2}+1}\right)
\end{array}\right]
$$

## D. The length of cylinder

The length of cylinder is obtained by

$$
\begin{equation*}
L=L_{R}-L_{F} \tag{12}
\end{equation*}
$$

where $L_{R}$ is the length of the right part of the cylinder and $L_{F}$ is the inverse number of the length of the left part of the cylinder.

For the middle endpoint

$$
\begin{equation*}
L_{R}=\frac{s \cdot x_{M}}{f \cdot \cos \beta+x_{M} \cdot \sin \beta}+\frac{R \cdot s \cdot \cos \beta}{\sqrt{(s \cdot \cos \beta)^{2}+s_{y}^{2}}} \cdot \frac{f \cdot \sin \beta-x_{M} \cdot \cos \beta}{f \cdot \cos \beta+x_{M} \cdot \sin \beta} \tag{13}
\end{equation*}
$$

For the upper endpoint

$$
\begin{equation*}
L_{R}=\frac{\left(\frac{s \cdot x_{T}}{f \cdot \cos \beta+x_{T} \cdot \sin \beta}-s \cdot \sin \beta\right) \sqrt{(s \cdot \sin \beta)^{2}+s_{y}^{2}-R^{2}}}{\cos \beta \sqrt{\frac{\left(R \sqrt{(s \cdot \sin \beta)^{2}+s_{y}^{2}-R^{2}}-s \cdot s_{y} \cdot \cos \beta\right)^{2}}{\left((s \cdot \sin \beta)^{2}-R^{2}\right)^{2}}}+1}+s \cdot \sin \beta \tag{14}
\end{equation*}
$$

For the lower endpoint

$$
\begin{equation*}
L_{R}=\frac{\left(\frac{s \cdot x_{B}}{f \cdot \cos \beta+x_{B} \cdot \sin \beta}-s \cdot \sin \beta\right) \sqrt{(s \cdot \sin \beta)^{2}+s_{y}^{2}-R^{2}}}{\cos \beta \sqrt{\frac{\left(R \sqrt{(s \cdot \sin \beta)^{2}+s_{y}^{2}-R^{2}}+s \cdot s_{y} \cdot \cos \beta\right)^{2}}{\left((s \cdot \sin \beta)^{2}-R^{2}\right)^{2}}}+1}+s \cdot \sin \beta \tag{15}
\end{equation*}
$$

Both of $L_{F}$ and $L_{R}$ are the same expression, just the known conditions are the coordinates of the three left side endpoints in the imaging coordinate.

## V. VERIFICATION

## A. Simulation

We can establish the imaging models of the cylinder by SolidWorks. Simultaneously we can program the formulas of the cylinder's length with MATLAB.


Figure7. SolidWords cylinder imaging model
As shown in Fig.7, the imaging model of the cylinder is established by SolidWorks. The image of the upper endpoint, middle endpoint and the lower endpoint in the imaging plane are $p_{t}, p_{m}$ and $p_{b} . O_{c} o$ is equal to $f, O_{c} O_{w}$ is equal to $s$ and $A O_{w}$ is equal to $s_{y}$. The angle between $o x$ and $O_{w} X_{w}$ around $O_{w} Y_{w}$ is $\beta$. The angle between $o x$ and $O_{w} X_{w}$ around $O_{w} Z_{w}$ is $\gamma$. The angle $\gamma$ does not affect the imaging shape but it affects the imaging position. In SolidWorks, we can change the model parameters by dragging the nodes and obtain the coordinates of the angular points of the cylinder image in $\{I\}$. Then we can obtain multiple sets of data about the three-dimension
objects corresponding to the two-dimension points. These data are reliable.

The flow chart of program with MATLAB is shown in Fig. 8 .


Figure 8. The flow chart of program with MATLAB
(1)Input parameters: The radius of the cylinder R , principal distance $f$ and $s$, deflection angle $\beta$ and $\gamma$, offset $s_{y}$, the coordinates of the four corners of the object imaging $\{I\}$.
(2)Parameter conversion: If the coordinates of the corners are the values in $\left\{I^{\prime}\right\}$, we should convert them from $\left\{I^{\prime}\right\}$ to $\{I\}$.
(3)Offset the affect of angle $\gamma$ : After offsetting the effect of angle $\gamma, x^{\prime}$ is equal to $x \cdot \cos \gamma+y \cdot \sin \gamma$ and $y^{\prime}$ is equal to $-x \cdot \sin \gamma+y \cdot \cos \gamma$.
(4) Solving L: Edit the formulas into program. Then the length of cylinder is calculated.

TABLE I. THE VISION MEASURING RESULTS

| Known <br> conditions | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| $f(\mathrm{~mm})$ | 59.83399122 | 85.84446114 | 57.54017706 |
| $s(\mathrm{~mm})$ | 169.92612332 | 195.27282012 | 134.30961675 |
| $R(\mathrm{~mm})$ | 30.00 | 25.22 | 22.86 |
| $s_{y}(\mathrm{~mm})$ | -13.76982952 | 7.86606239 | -8.21001759 |
| $\beta\left({ }^{\circ}\right)$ | 4.81153627 | -6.21654714 | 2.56603759 |
| $\gamma\left(^{\circ}\right)$ | 0 | 6.73967415 | 0 |
| $L(\mathrm{~mm})$ | 97.70 | 80.33 | 70.63 |

TABLE II. THE VISION MEASURING RESULTS

| Verified result | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| $L_{1}(\mathrm{~mm})$ | 97.7000 | 80.3300 | 70.6300 |
| $L_{2}(\mathrm{~mm})$ | 97.7000 | 80.3300 | 70.6300 |
| $L_{3}(\mathrm{~mm})$ | 97.7000 | 80.3300 | 70.6300 |

The three sets of data in Table I are obtained by CAD software. The six results of MATLAB program are in Table II. The three results, $L_{1} \sim L_{3}$, are calculated based on the coordinates of the upper endpoint, the middle endpoint and the lower endpoint in image. $L$ is the mean value of the three results.The length values of the cylinder in Table I perfectly match the values in Table II. It demonstrates the correctness of the algorithm established above.

## B. Test

As shown in Fig.8, a fine turning cylinder is used for verifying the algorithms. The cylinder is measured with a vernier caliper. Its length is 38.86 mm and the diameter is 29.96 mm . We shoot the measured object with the D5000 digital camera. The pictures are processed by the image processing software. The lengths obtained by the software are shown in Table III.


Figure 8. The measured object
TABLE III. THE VISION MEASURING RESULTS

| Result | 1 | 2 | 3 | 4 |
| :---: | :--- | :--- | :--- | :--- |
| $L(\mathrm{~mm})$ | 38.8465 | 38.8685 | 38.8477 | 38.8553 |
| Absolute error(mm) | -0.0135 | 0.0085 | -0.0123 | -0.0047 |
| Absolute error $(\%)$ | 0.034740 | 0.021873 | 0.031652 | 0.01209 |

The experiments show that the software can realize the online measuring. The errors are very small and the relative errors are less than $0.1 \%$.

## VI. Conclusion

Based on the pinhole camera imaging model, the mathematical modeling method is used to establish the algorithm of three-dimension reconstruction of cylindrical workpiece. The algorithms are verified by simulation and physical test. The image processing software can realize the vision measuring of the cylindrical workpiece in real time. The measuring results are accurate enough to satisfy the practical application.
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