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Abstract 
Recent researches and experiments have showed that 
clustering ensemble approaches can enhance the 
robustness and stabilities of unsupervised learning 
greatly. Most of them focused on crisp clustering 
combination. However, in this paper, we offer a 
decision model based on fuzzy set theory for fuzzy 
clustering ensemble. Firstly, obtain the optimal 
partition called “expert” from H individual fuzzy 
partitions generated by fuzzy c-means algorithm. Then, 
use fuzzy voting scheme to generate the majority 
judger. Finally, the two matrixes are combined by 
Decision Model. Experimental results show the 
effectiveness of the proposed method comparing to the 
results based on crisp clustering. 
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1. Introduction 

Clustering algorithms provide an important mean to 
explore structure within the unlabelled data by 
organizing it into groups or clusters. Many clustering 
algorithms have existed, but no single algorithm can 
adequately handle all sorts of cluster shapes and 
structures [1]. The exploratory  nature of clustering 
tasks demand efficient methods which would benefit 
from the strengths of many individual clustering 
algorithms. Inspired by the success of combining of 
multiple classifiers in improving the quality of data 
classifications, the same idea applied in integration of 
multiple clustering, which is considered to be an 
example to further broaden and stimulate new progress 
in the area [2], the basic process of clustering 
combination is illustrated in Figure 1. 

In a recently review, there are many approaches 
proposed to cope with these problems [1]-[6], and 
most of researches interest in two main fields: 
generate different multiple clusterings and design the 
different consensus function [3]. Be noted of the 
related literatures above, few approaches focused on 
the combination of fuzzy clustering. Here below, we 
show some researches on this filed. 

 
Fig.1: The process of clustering combination. 
 
Finding a fuzzy consensus clustering or generate fuzzy 
co-association matrix are both feasible way in fuzzy 
clustering ensemble [7]. Fuzzy co-association matrix 
based on three fuzzy similarity between data points is 
generated in Ref[7], Ref[8] integrates fuzzy c-means 
(FCM) algorithm and fuzzy k-nearest neighbors 
(FKNN) algorithm through utilizing selected good 
results produced by FCM to teach the FKNN 
algorithm. Other related works are interesting in the 
application of fuzzy clustering ensembles [9], [10]. In 
this paper, we try to present a novel way for fuzzy 
consensus clustering, that is called Decision Model. In 
section 2, we introduce fuzzy valid functions, fuzzy 
voting scheme, similarity measure and the complete 
decision process for combining fuzzy clusterings. 
Section 3 is experimental analysis. Finally in section 4, 
we give the conclusion and discuss the future work. 

2. A Dicision Model 

In the field of fuzzy clustering ensemble, we can’t use 
the general clustering ensemble method directly 
because of the vagueness an object belongs to any 
cluster. Thus, we should find an appropriate way to 
suit for fuzzy clustering combination. Here, we present 
a novel decision model for fuzzy clustering ensemble. 
To express the core idea, we take competition in our 
life for example. Sometimes as we know both experts 
and majority judgers’ opinions should be taken into 
consideration for selecting the best ones. In this paper 
we extend the same concept to our fuzzy clustering 
ensemble. First, we choose an optimal partition as 
expert from H partitions generated by FCM algorithm, 
then produce majority judger by using fuzzy majority 
voting scheme. Finally, the clustering results are given 
through our Decision Model. The whole process is 
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illustrated in Table 1. The detailed algorithm will be 
posed in 2.1, 2.2 and 2.3 sections: 

2.1. FCM algorithm and Option of 
fuzzy validity functions 

Suppose { , }1 2X X X X= ⋯， n  is a set of N data samples 

(objects) in d-dimensional space, where 

{ , }1 2X x x xi i i= ⋯， id represents the ith sample for 

i=1,2,⋯ ,n. We use FCM algorithm to generate H 

fuzzy partitions matrix 
1{ , , }Hπ π∏ = ⋯ by randomly 

selecting c cluster centers and initial cluster prototype 

model. For the ith partition iπ , there is a membership 

degree ijµ ( ∈ [0,1])indicating with what degree the 

sample Xi belongs to the cluster center. These H 

partitions have some diversity from each other since 

the different settings of the initial conditions and 

parameters. 

 

 
Table 1: A Decision Model for Fuzzy Clustering Ensembles. 
 

It is expected to choose an optimal clustering 
which most closes to the natural structure of the given 
data set from these different H-partitions. To cope 
with this problem, we introduce the definition of 
cluster-validity analysis. The process of choosing a 
partition fits with the unknown structure of the input 
data set most using some kind of cluster validity 
functions is called cluster-validity analysis [11].  

As for cluster validity functions which are often 

used to evaluate the performance of clustering in 

different indexes and even two different clustering 

methods, a lot of them were proposed during the last 

10 years. Among the functions, there are two 

important types for FCM. One is based on the fuzzy 

partition of sample set, whose representative functions 

are partition coefficient ( Fpc ) and partition entropy 

( Fpe ), the other is on the geometric structure of sample 

set, the representative functions for this type are 

N.Zahid-M.Limouri function ( FFS ) and the Xie–Beni 

function ( Fxb ). A brief summary of these 4 functions 

are illustrated in Table 2. 
 

 
Table 2: A brief summary of four selected validity 

functions. 

 

Based on the some experiences of other literatures, 

we select N.Zahid-M.Limouri function ( FFS ) to be our 

validity function. [10,12] In fact, FSF  takes into 

account simultaneously the properties of the fuzzy 

membership degrees and the structure of the data itself, 

it is defined as: 
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where V is the mean of the whole data set, Jm is a 

compactness measure and Km  is a separation measure 

between clusters centers and the mean V . The 

matrix *Uij which has the minimum value of FFS is 

recognized to be the optimal partition and called 

expert in this paper.  
Since the expert has been selected from all the 

partitions in this section, one important judger is 

Input: n d-dimensional samples; H-number of 
partitions;  
Output: Decision results of clustering combination 
Initialization: Set c>=2, m>1, e>0;  
Steps: 
1. Produce H data partitions: 

For j = 1 to H do 
1.1 Randomly choose c cluster centers and initial 

cluster prototype model; 
1.2 Run the FCM Algorithm and produce H data 

partitions; 
2. Obtain the optimal partition Uij* called “expert” 

from the H partitions: 
3. Generate majority judgerFVij: 
  For each fuzzy partition matrix, count the times 

one sample belongs to the same cluster using cut-
set theory. 

4. Decision Model: 
  Design a fuzzy comprehensive decision model:  
  Mij = Uij* ? FVij: 

If the expert and the majority judger have 
consistent results, join the samples in the decided 
cluster, else the samples will be assigned to their 
appropriate cluster using similarity measure. 

  



generated. However, considering the information only 
from the expert is not fully ideal and unilateral, fuzzy 
majority voting scheme of clustering individuals is 
needed and will be proposed in the next section. 

2.2. Fuzzy majority voting scheme 

The idea behind fuzzy majority voting is the judgment 
of a group is superior to those of individuals. This 
conception has been successfully explored in 
combining hard clusters to account the co-association 
values, However, in fuzzy clustering, we can't account 
values like in the general cluster ensemble method by 
using statistic of how often each pair of samples 
appears in the same cluster because we just obtain the 
different degrees of membership that every sample 
belongs to its own cluster. As a solution of this 
problem, the conception of cut-set level based on 
fuzzy set theory is introduced in this paper. The 
process is described as following: 

Let F(X) be a fuzzy set, if ( )A F X∈ and [0,1]α∀ ∈ ,  the 
cut-set level is a distinct set defined by 

{ | , ( ) }A x x X xAµ αα = ∈ ≥ .For any partitions 
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 , t=1,2,⋯,H, 

compute each row’s cut-set level, that is 
{ | , ( ) }A x x xk t ijπ µ αα = ∈ ≥ (k=1,2,⋯,c), α can be fixed by 0.5. 

According to the characteristic function which is 

defined as 1,
( ) 0 ,

x AixA i x Ai
χ

∈=  ∉
, the probability of each 

sample belongs to a certain cluster can be counted by 

the equation of  
( )

1

H j xiAt
tfvij H

χ∑
== , i=1,2,⋯,n; j=1,2,⋯,c,  

(2) which results in the fuzzy voting matrix FVij , 

where Each (i, j) is therefore a vote towards their 
gathering in a cluster. Now, another measure called 
majority judger is also produced. 

2.3. Decision model 

To take into account simultaneously the opinion of the 
expert and the attitude of majority judger, a decision 
model based on fuzzy set theory has been proposed in 
this section. A brief specification of the deciding 
process is firstly given as follows:  

As the data set { , }1 2X X X X= ⋯， n  given before, for 

each sample Xi ( i=1,2,⋯,n), its cluster is fixed by the 
following description that is for each row, obtain the 

max value of expert ikµ = { }max
1 ijj n

µ
≤ ≤

and the majority 

judger fvit = { }max
1

fvijj n≤ ≤
, if k=t, join the Xi to the kth (or 

tth) cluster, else the cluster label is uncertain, which 
seems like a contradiction exists between two judgers. 
In this case, some more discussion should be taken as 
the next step. Noting that the expert is constant since 
it’s one of the data partitions while the majority judger 
is variable because it depends on the performance of 
partitions, the expert considered to be the authority 
when the result of the majority judger is not ideal, for 
instance, every cell in majority judger matrix is equal, 
which suggests the voting is fail or the diversity of 
majority judger value for some samples is low, which 
can be represented by { } { }max min

11
fv fvij ijj nj n

−
≤ ≤≤ ≤

<0.1. Some 

other examples should be further studied in the future 
work. As for the remaining unlabeled samples, we can 
use the similarity measure to deal with this problem. 
Now, there are many ways to define the similarity 
measure, such as the related coefficient and Euclidean 
distance, etc. Motivated by simplicity and easy- 
manipulation, we choose the related coefficient 
measure because it’s most frequently used [14]. The 
similarity measure ijr is defined as follows: 
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Observing the equation, it is easy to see the 
similarity measure well express the association 
between each pair of samples, with the idea that a 
higher value indicates greater similarity. Since 
similarity measure ijr is called for each ijx can 

uniformly distribute in [0, 1]. However, most real data 
sets may not meet the requirement of uniform 
distribution in [0, 1]. To meet the need of fuzzy 
similarity measure, the following transform is 
necessary:  

{ }
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 (4) where k=1, 2, ⋯ ,m, 

i=1,2,⋯ ,n, each ikx  is a cell in the given data set 
{ , }1 2X X X X= ⋯， n .  

We assume that neighboring samples within a 
“natural” cluster measured by similarity are very likely 
to be located in the same group, which implies that the 
samples within one cluster are more similar (rij? 1) 
and dissimilar samples are more separate (rij? 0), 
Therefore, we can join the unlabeled sample to the 



same cluster in which one labeled sample who has 
maximization of similarity degrees with it. Repeat this 
process until all the unlabeled samples are assigned. 

3. Experimental results 

A reasonable approach to measure the performance of 
the proposed decision model is to compute the F-
measure values on various datasets since our 
experiments were conducted with datasets where true 
natural clusters are known. The datasets include 
artificial, UCI and web types, some characteristics of 
the datasets are showed in Table 3. 
 

Datasets Types No.of 
features 

No.of 
points 

No.of 
clusters 

3D-3C 
3D-2C 

Iris 
Zoo 

Web1 
Web2 

Artificial 
Artificial 

UCI 
UCI 
WEB 
WEB 

3 
2 
4 
16 
6 
8 

300 
200 
150 
101 
300 
500 

3 
2 
3 
7 
6 
8 

Table 3: Characteristics of the datasets. 
 

The two artificial datasets of 3-dimensional 
points are artificially generated from Gaussian 
distributions with different means and co-variance 
matrices, and the sizes of them are as follows (100, 
100, 100) and (100, 100). From Figure 2, we can 
easily see the distributions of the two datasets have 
satisfactory feature that is the samples within one 
cluster are similar and different centers are separate. 
Iris and Zoo datasets are available from the UCI 
machine learning repository at [13]. The Iris dataset 
consists of three classes (Setosa, Versicolor and 
Virginica), with 50 instances per class, represented by 
4 features. The zoo dataset consists of 101 instances 
represented by 16 numeric attributes. Finally, we 
tested with two preprocessed web datasets which 
obtained from news documents downloaded from 
Yahoo English Website by RSS pattern. 

 

 
(i)3D-2C 
 

  
(? ) 3D-3C 

Fig 2: Distributions of the two artificial datasets (3D-2C and 
3D-3C). 

 
For comparison fuzzy clustering and crisp 

clustering, we perform FCM algorithm and K-means 
algorithm based on Euclidean Distance. However, 
FCM algorithm is used to generate H partitions while 
K-means algorithm is used to produce the final results 
directly. For sake of unification of comparison and 
based on Ref [12], we set H=20 for all the datasets in 
each of which the generated H partitions algorithm are 
combined by running the Decision Model 
independently. Then compute F-measure values of all 
the given datasets with the two methods respectively, 
which are reported in Table 4 and the comparative 
results are illustrated in Figure 3. 

 

 
Table 4: F-measure values of K-means algorithm and the 

Decision Model. 
 

Figure 4 includes six pie charts of six datasets 
clustering results produced by the proposed method, 
which specifically show which samples belong to their 
given clusters. 

From the results, it is easy to see that the results 
from decision model are generally better than crisp 
one in the same conditions. In the case of “Web1” and 
“Web2” datasets, the F-measure values improve by 
bigger margin than other datasets, which suggests that 
the proposed method in this paper is more suitable for 
WEB datasets. The reason can be considered that the 
proposed method include more information than the 
crisp one since it consist of two judgers. 



 
Fig 3: the comparative results of K-means algorithm and the 

Decision Model. 
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Fig 4: Six pie charts of six datasets clustering results 
produced by the Decision Model.  

4. Conclusions and future work 

The purpose of this paper is to present a novel 
decision model for fuzzy clustering ensemble. In our 
life, especially in some competitive activities, to select 
the optimal ones, both experts and the majority’s 
opinion should be taken into consideration. Once the 
experts and the majority have consensus, final 
decision can be made, or some extra discussion should 
be taken. In this paper the same concept has been 
extended to combine data partitions which produced 
by fuzzy clustering algorithms. As we know, different 
clustering algorithms or a single clustering algorithm 
with different initializations will in general produce 
different partitioning results. In crisp clustering 
partitions, it is impossible to compare different crisp 
partitions with the validity functions based on the 
fuzziness of partitions, since the fuzziness of any crisp 
partition is zero, no ideal partition can be available. 
But in fuzzy clustering analysis, the optimal partition 
which called expert in this article can be easily chosen 
by the fuzzy cluster-validity criterion and opinions of 
the majority could be obtained through fuzzy voting 
scheme, finally, synthesizing the two matrixes results 
in the ultimate decision. If expert and the majority 
have differing opinions, fuzzy similarity measure 
would be adopted to solve this problem. 



Based on theoretical analysis and experiments, 
we can conclude that the novel decision model is 
suitable for fuzzy clustering ensemble and it is better 
than the method which crisp clustering ensemble 
adopts. However, some cases when contradiction 
between majority judgers and expert happened should 
be discussed in the next step and ongoing work will be 
focused on designing a method or extrapolation of this 
methodology to fit for dealing with large data set in 
fuzzy clustering ensemble. 
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