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Abstract: Steel production is regarded as a typical multi-

stage system given its long process flow feature. In this paper, 

the quality predictive control features of steel production is 

studied; a two-phased PSO-SVM predictive control model 

for multi-stage production is established. In order to solve 

the model, a constrained PSO hyper kernel parameters 

optimization algorithm with a PCA data pre-processing 

method is proposed. The model is tested and proved to be 

effective by quality data of a steel production enterprise, in 

the case, the prediction of the multi-stage production is 

realized in phase one, and the global optimization of related 

process parameters is worked out in phase two. 

Keywords-quality predictive control; process parameters 
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I.  INTRODUCTION 
Although the most reliable approach to quality 

improvement will be the use of precise first-principle 
models, such models are not available in most newly 
developed processes and modeling of a complex industrial 
process is very difficult and time-consuming[1]. Meanwhile, 
with applications of information management systems 
such as MES, enterprises have stored lots of original data 
relative to production and quality. These data can be a 
good reflection to enterprise's production conditions and 
product quality if we can take good advantage of them. In 
recent years, a research trend is forming to analyze the 
relationships between the product quality and relative 
process parameters on the basis of   on these data to 
support production decision makings and quality assurance, 
and model predictive control technologies based on Data 
Mining and other intelligent method is a new way to solve 
this kind of problem[2]. Take the typical multi-stage 
complex steel production process for an example, there 
exist a number of research results, such as a hybrid model 
with the combination of a predictive artificial neural 
network (ANN) and a genetic algorithm (GA) [3], a BP 

neural network multivariate time series model and T-S 
fuzzy neural network model of multivariate time series for 
blast furnace temperature control [4], etc. These researches 
focus on the prediction and control of single quality 
indices, and there are some new researches on multistage 
or multiphase processes [5, 6], too. In this paper, we will try 
to solve this kind of problem by a new hierarchical SVM 
predictive quality control model.  

II. SYSTEM DESCRIPTIONS 

A. Quality control features of multistage production 

Multistage production such as iron and steel production 
has a relatively long, continuous and complicated process. 
Typical iron and steel production is composite of three 
main stages: steel making, billet rolling and product rolling. 
Although within each stage, processes are continuous, 
between stages, they are more likely to be managed and 
controlled separately. 

Yield of the product which should be calculated after 
key processes can directly reflect the qualified output rate, 
so it is a commonly monitored synthetic quality index for 
steel and iron enterprises. Due to the different factors in 
each stage such as equipments, processes, etc., the yield 
expression of each stage is different. The final yield of the 
product can be obtained by the product of all the stages, , 
as shown in equation (1), where ys stand for the final yield 
of the product, and yi stand for yield of the stage i. 
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B. Quality control model and parameters 

In the Iron and steel production processes, the factors 
affecting the yield of different stages are various. In the 
steel making process, the factors mainly include: the 
purity and the ratio of raw materials, auxiliary materials 
(such as purity of oxidizer, pressure and moisture, the 
components, size of other materials, etc.), smelting 
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process parameters (such as the mixture, tapping 
temperature, killed steel time, tapping time, casting time 
etc.). In the billet rolling process, main factors include: the 
chemical ingredients, ingot surface defects, ingot quality 
problems (such as the impurities), ingot type, ingot 
heating speed, heating time, heating evenness, rolling 
speed, cooling time, grinding or peeling quantities etc. In 
the product rolling process, main factors include: billet 
surface quality, the internal quality of billet, rolling 
process parameters, etc. Due to the development of steel-
making industrial, rolling metallurgical professional 
technology theory, some relationship between factors and 
the quality of steel products have been mastered by the 
engineers, but because of the complexity of the actual 
production process environment,  and the high 
dimension,  nonlinear and strong correlation features of 
the factors, the problems become particularly complex. 

The core thought of the predictive control of yield is to 
improve yield rate by researching the relationship between 
yield and relative process parameters according to 
historical data, predicting the probable value and the 
changing trend of yield under various process parameters, 
and optimizing process parameters to improve process 
quality. The process parameters related to yield of stages 
are scared in processes, and with non-unified forms. They 
should be analyzed, transformed and homogenized to 
provide complete process sample information for the 
prediction of yield. The universal set of the process 
parameters can be noted as 1 2{ , , , }

m
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relationship between the yield of each stages and each 
process parameter, when yield yi and process parameter pj 
have relationships, the corresponding ijc would be set as 
1, and otherwise, 0 would be set to the corresponding ijc . 

Since the factors related to the yield rate of different 
stages are not always the same, if we set up a single 
regression model for the whole production, not only a 
number of inputs and outputs would lead to a large 
dimension model, but also a variety of interacted 
parameters would cause a inaccurate prediction result. 
Instead of that, we make relatively special models for 
each stage according to each own factors, respectively. By 
this means, not only synchronization analysis of each 
stage can be realized, but also the abnormal process status 
of each stage can be efficiently and accurately monitored. 

For each stage, the decision function of yield can be 
noted as 1, , , ,i ny y yL L . So, the quality control model can 
be expressed as the series connection of the decision 
functions, as shown in equation (2). 
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III. PSO-SVM BASED PRODUCT QUALITY PREDICTIVE 
MODEL 

A. Introduction to related theories 

Due to the ability to learn well with only a very small 
number of free parameters, the robustness against several 
types of model violations and outliers, and the 
computational efficiency compared with several other 
methods, support vector machine is a successful modeling 
and prediction tool based on statistical learning and 
structural risk minimization principle which firstly 
proposed by Vapnik in 1995[7].   

In recent years, based on the standard SVM, many 
extended studies and application of SVM are carried out, 
such as the asymmetric least squares SVM classifiers [8]. 
In order to reduce the complexity of prediction control 
model, PCA, Kernel PCA (KPCA) and Independent 
Component Analysis (ICA) are applied for data 
compression when using support vector machine [9].  

B. PSO-SVM prediction control process model 

Because of the complexity, time-varying and nonlinear 
characteristics of the multistage production, it is very hard 
to build an accurate model. Although classical process 
modeling method such as PCA (principal component 
analysis) and PLS (partial least square) methods can be 
used to establish a quality regression model, they cannot 
handle the nonlinear dynamical problems. In this paper, 
take steel and iron industry for an example, based on the 
principal of SVM (supported vector machine), a PSO-
SVM predictive control process model for multistage 
synthetic yield control as shown in Fig .1 is constructed, 
where rough set theory and PCA is applied as a data pre-
processing and compression method, and an improved 
particle swarm algorithm is introduced to solve the model. 

 
Figure 1.  PSO-SVM prediction control process model. 

 A RS-PCA based data pre-processing method 
Data mining (also known as knowledge discovery in 

databases) is the process of extracting patterns from large 
data sets to analyze data from different perspectives and 
summarize them into useful information [10]. Rough Set 
(RS) theory proposed by Z. Pawlak is an excellent 
mathematical tool to deal with inconsistency and 
ambiguity information for data mining; it focuses on the 
approximation of a concept by using blocks induced by a 
binary relation. Relational tables of Data mining can be 
used as information tables of rough set theory, by this 
means, reduction theory of rough set can be used for the 
preprocess of high dimensional data to remove redundant 
attributes, so as to reduce the dimension of the data. 
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Applying RS theory can efficiently reduce the 
dimension of the factors, but still, it can’t deal with 
correlated factors. In order to solve this problem, principal 
component analysis (PCA) is utilized on the original data 
by which in one hand, the error caused by modeling on the 
correlated input variables of parallel regression functions 
can be eliminated, in another hand, the model complexity 
can be reduced under the guarantee of the model accuracy. 

 
 PSO-SVM prediction model and the construction 

of kernel function 
The aim of the quality control model is to find a 

suitable process parameters set 1 2{ , , , }
m

X x x x L  of an 

equivalence relation set BR  worked out according to RS 
theory, where 

  , ( , ) ( , )B j ij j j ij jR p c x U U f p c a f x a    .  

So the corresponding SVM model proposed in this 
paper is: 

      * *
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Where ' TX A X is the PCA vector, and 1 2, , kb b bL  
are the biases.  

During the application of SVM, it is vital to select an 
appropriate kernel function, but there are no clear 
directions of how to choose kernel functions by now. 
Commonly used kernels include: 
1) Linear kernel function:    , ,i iK x x x x  
2) Poly kernel function:  

   , , 1 ,
q

i iK x x x x q N      
3) Radial basic function:  

   2, exp , , 0i iK x x x x     
4) Sigmoid kernel function:  

    , tanh ,i iK x x v x x c   
Where RBF is a typical local kernel function with 

strong study abilities, and Poly is a global kernel function 
with high generalization abilities. Hence, in this paper, a 
mixed kernel as equation (4) is used. 

   , 1 ,0 1i poly RBFK x x K K              (4)
 

IV. TWO PHASED PSO PREDICTION ALGORITHM BASED 
ON MULTI-CONSTRAINED PSO COMBINED WITH SVM 
Particle swarm optimization (PSO) is an evolutionary 

algorithm known for its simplicity and effectiveness in 
solving various optimization problems, while SVM has a 
strong learning ability with small samples, so, in recent 
studies, the PSO algorithm is widely used to solve the 
hyper parameters selection of support vector machine [11]. 
In this paper, a constrained PSO-SVM regression method 
is proposed to adjust and select both hyper parameters of 
SVM and process factors which lead to an optimized yield 
in the process quality prediction control process of the 
steel and iron manufacturing. 

In the constrained particle swarm algorithm proposed 
in this paper, we let each particle represents a feasible 
solution. At the model training and prediction phase, the 

particles are encoded as the format of hyper parameters of 
the support vector machine model for each control point, 
i.e.

(1) (1) ( ) ( ) ( ) ( ) ( )
1 1 1 1, , , , , , , , , , ,i i i m m

s l s sZ k k k k k k k   L L L L L L , 

where ( )i
lk represents hyper parameters l for control points 

i, s represents the quantity of the main hyper parameters of 
each control points. Because of using the same kernel in 
each stage, so the main core of each stage is the same in 
quantity; m is the total quantity of the control points. While 
at optimization of the process conditions stage, the 
particles are encoded format as the format of process 
parameters of each control point, i.e. 

1

(1) ( ) ( )
2 , , , , , ,

i m

i m

j j jZ p p p P   L L L L ,  

Where ( )
i

i

jp represents process condition 
ij  for control 

point i, and the collection of the process conditions of each 
control point is included in the total conditions set P. 

Since the PSO is not sensitive to the initial solution, 
according to the equation (5), random variable value of 
any sampling within their space constraints can be taken as 
an initial position: 

        ( ) ( ) ( ) ( )
max min min

i i i i

u x u u ux r x x x               (5) 
Where xr is a random number between [0, 1], 

( )
max
i

ux and ( )
min
i

ux  is maximum and minimum value of 
sample i. 

The initial velocity of samples can be expressed as 
follows: 

                
( ) ( )

max(0)i i

u v uv r v                 (6) 
Where vr  is a random number between [0, 1], ( )

max
i

uv is 
the maximum speed of sample i.  

The optimum result can be worked out by PSO 
algorithm through tracing the best position. On each 
iteration, each uz  can be solved with equation (7) and 
(8) ： 

       ( ) ( ) ( )( 1) ( ) ( 1)i i i

u u uz t z t v t               (7) 
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Where t is the iteration times, w is the inertia weight, 
1c and 2c are acceleration constants, which are generally 

valued between [0, 2]. 
The adaptability of the particle swarms are verified 

according to the result of the prediction model, the 
objective function is as follows: 

 
    * *
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The best position particles experienced can be worked 
out by equation (10): 

    

     

     

( ), 1
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      (10) 

The two-phased PSO prediction algorithm process is 
shown as Fig .2. 
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Figure 2.  Two-phased PSO prediction algorithm process. 

V. CASE STUDY 
In this case, we take the typical process of a stainless 

steel wire as an example, which has processes include: 
smelting (0.994), blooming (0.85), and rolling (0.925), 
numbers in brackets are the planed yield of each process 
stage, so the total planed yield would be 
0.994*0.85*0.925=0.78. 

Firstly, possible related factors (such as main materials, 
auxiliary materials, process parameters, chemical 
compositions) are collected and reduced by corresponding 
RS combined PCA functions realized by Excel functions. 
Then the hyper parameters of SVM are optimized by using 
the PSO algorithm programmed in Matlab, with an error 
penalty coefficient 100C  , and a maximum allowed 
regression error 0.005  , particles are set as the hyper 
parameters of the prediction model for each control 

point
 

 
1 1 1 2 2 2 3 3 3, , , , , , , ,

1,9,0.9,0.485,3,0.024,1,8,0.9

q q q     


, part of the 

optimization results of phase one are shown in TABLE 1. 

TABLE I.  TRAINING RESULT OF THE PREDICTION MODEL 

sample 1 2 … RMSE 

Stage 
1 

actual value 0.993 0.975 … 

0.040 predict value 0.973 0.972 … 

error -0.020 -0.003 … 

Stage 
2 

actual value 0.880 0.900 … 

0.020 predict value 0.877 0.899 … 

error -0.003 -0.001 … 

Stage 
3 

actual value 0.930 0.940 … 

0.043 predict value 0.917 0.903 … 

error -0.013 -0.037 … 

At phase two, the process parameters of the maximum 
yield rate of the trained model are optimized by using 

particle swarm optimization algorithm, taking all the 28 
process parameters into the particle set S, including 11 
elements of stage 1, 15 elements of stage 2, and 17 
elements of stage 3, some elements belong to more than 
one stage. Set error penalty coefficient 100C  , the 
maximum error allowed of regression 0.005  , PSO 
iteration number is 1000, the optimization results are 
obtained, and the final optimized integrated yield is: 
0.963*0.925*0.916≈0.816. 

VI. CONCLUSIONS 
The results we obtained demonstrate that the prediction 

quality control model proposed in this paper can take a fast 
and efficient approximation to historical data of quality 
characteristics. In this case, the predictive control 
optimization quality yield value (0.816) was increased by 
4.6% than the planned yield value (0.78). More 
importantly, the RS theory and PCA method are involved 
in the model to reduce quantities of related parameters, 
which makes the model and its algorithm simple to apply.  
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