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Abstract—We first establish the relationship between the 
grid cell connectivity matrix bandwidth and the efficiency of 
parallel computing, which shows that parallel efficiency can 
be improved by reducing the bandwidth so that the external 
communication is reduced. An algorithm based on the AD 
algorithm is developed which can reduce the connectivity 
matrix bandwidth, so that parallel efficiency can be 
improved. The purposed algorithm uses cell ponderation to 
relabel cell labels. A domain decomposition method is then 
developed based on the new algorithm. Parts of 
unstructured grid of global ocean are researched based on 
the developed domain decomposition method. The 
investigation shows that our method has feasibility and 
effectiveness for domain decomposition of large-scale grids 
since the speedup and efficiency are obtained from our 
method. 

Keywords-domain decomposition; parallel computing; AD 

algorithm; unstructured grid; parallel computing efficiency 

 
I. INTRODUCTION 

An important process in parallel computing is the 
division of the computational domain in large-scale 
scientific computing problems such as fluid dynamics and 
solid dynamics into smaller sub-regions with mapping to 
processors, which is known as domain decomposition. 
Domain Decomposition Method (DDM) is the method of 
how to divide computing grid and achieve computing load 
equilibrium, which directly affect the efficiency of parallel 
computing. Therefore, DDM has been an important 
subject of many researchers of both domestic and overseas 
in the high-performance scientific computing area. 

Unstructured grid is widely used in the finite element 
method, the finite difference method, the finite volume 
method and others since it can accurately and effectively 
fit the complicated shape of the domain. At present, the 
commonly used DDMs based on unstructured grid are: 
Advancing Front Technique [1-2], Graph Partitioning 

Methods [3] (which contains Recursive Spectral Bisection 
(RSB)[4-6]), Multilevel Algorithms[7-8], Multilevel 
Recursive Spectral Bisection (MRSB) [9], Hypergraph 
Partitioning[10], etc. The advantage of Advancing Front 
Technique is its simplicity and easy implementation, but it 
has a large amount of calculation and complex processes. 
Graph Partitioning Methods approximates the minimum 
amount of segmentation so that it makes the information 
exchange close to the minimum between the processor, 
but the size of the Lagrangian matrix generated by this 
algorithm has a square relationship with the total grid 
numbers so that a large amount of memory are needed. At 
the same time, the algorithm needs the computation of 
Fiedler eigenvectors, which calls a large amount of 
computation time. Multilevel Algorithm can be roughly 
divided into three phases: coarsening, partitions and 
optimization, with the optimization phase generally using 
the KL/FM [11] method. But this algorithm has more 
complex implementation steps, and the KL/FM method 
may increase the overall computing time. MRSB method 
combines the multilevel algorithm and RSB method, and 
is widely used in the world. This method has the 
advantages of less processor expenses and fast calculation, 
but because the geometric topology information of finite 
element model may partly disappear in the coarsening 
phase, the load in processors is disequilibrium and the 
boundary between each part is too long. Hypergraph 
Partitioning Method can very accurately show the 
communications, and has the small amounts of external 
communications, but its cost is higher than other Graph 
Partitioning Methods. 

A relatively simple and easy DDM is to distribute cells 
evenly to each processor according to cell labels. However 
direct use of this method applied to dividing girds, which 
are generated by some automatic mesh subdivision 
software, may lead to low computing efficiency. 
According to the analysis of researches, the relationship 
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between the grid connectivity matrix bandwidth and the 
amount of external communication is confirmed: when the 
bandwidth is reduced, it yields that the external 
communication is reduced and parallel efficiency is 
improved. There are many methods to reduce matrix 
bandwidth  and one of them is known as the AD 
algorithm,  which has been designed by Akhras and 
Dhatt in 1979. This algorithm relabels the node labels of a 
given mesh to reduce the matrix bandwidth of high order 
sparse connectivity matrices. The AD algorithm is simple 
and easy for parallel computing. Based on the AD 
algorithm, a new domain decomposition method has been 
designed: firstly, using the AD algorithm to relabel the 
cell labels of unstructured grid and to reduce the 
bandwidth of connectivity matrices; secondly, distributing 
cells evenly to each processor according to the cell labels 
and properties. Researches show that the proposed method 
can achieve load equilibrium in each processor and it is 
feasible and effective for large-scale grid domain 
decomposition. 
 

II. THE RELATIONSHIP BETWEEN GRID CELL 
CONNECTIVITY MATRIX BANDWIDTH AND 

THE EFFICIENCY OF PARALLEL COMPUTING 
In the usual numerical simulation and computation of 

fluid dynamics and solid dynamics, the data of peripheral 
cells are needed when calculating the present cell’s 
physical quantity. When the mesh is divided into 
sub-regions, some of the data needed to transmit are not in 
the same processor, which leads to external 
communication between processors. Reducing the external 
communication can then improve the efficiency of parallel 
computing. 

Labeling the whole mesh cells as 1,2, ,NL , we give 
the following three definitions: 

1) Correlate cell: the data of peripheral cells are 
needed when calculating the present cell’s physical 
quantity. These cells are called correlate cells. If 
cell i is a correlate cell of cell j and, in general, 
cell j is also a correlate cell of cell i , then we say 
that cell i and cell j is related. Let 

1 cell  and cell  related.
0 cell  and notcell  not related

i j
a
ij i j


 
  

The data of present cell is always needed during its 

calculation, so 1
ii

a  . Let 
0 , 1

ij

N
m a N

i j
 


, then 

this value has nothing to do with the cell labels and 
it is an invariant quantity of connectivity matrix. 

2) cell connectivity matrix: matrix ( )A aij N N   is 

called cell connectivity matrix. It satisfies T
A A  

3) cell labels domain decomposition method (cell 

labels methods): assume that the total number of 
processors is r  and distribute N ( N Kr ) cells’ 
computing tasks evenly to each processor 
according to the cell labels, where processor I

（ 1,2, ,I r L ） has the computing tasks of 

cell ( 1) 1, ,I K IK  L . 
After cell labels domain decomposition, the cell 

connectivity matrix is divided into r order matrixes. 
 ,I J r r

A A



,where

 , ( 1) ,( 1)I J I K i J K j
K K

A a    



，

, 1,2, ,I J r L  
Obviously ， ,I JE -the number of cells that need 

exchanging information between processor I  and 

processor J , equals the number of element in matrix ,I JA ; 

,
( 1) 1 ( 1) 1

JK IK

ijI J
j J K i I K

E a

     

  
 

The exchanging information between processor I  and 

processor J is in proportion to ,I JE with the proportionality 

coefficient a constant. When I J , ,I JE means the number 
of cells that need internal communication. When I J , 

,I JE means the number of cells that need external 
communication. The number of cells that need exchanging 
information between processor I  and all the other 
processors ( 1, , 1, 1, ,J I I r  L L ) is IÊ . 

,
{1, , }\{ }

ˆ
I JI

J r I

E E



 
L  

Assume that the half bandwidth of connectivity matrix 
is L . Then if the element is located outside the band 

( | |i j L  ), ,
0

i j
a 

; if the element is located in the 

band | |i j L  , ,i j
a

may equals 1. Assume that in the band, in 
addition to the main diagonal elements which values are 1, 
elements of other position have equal opportunity to get 

the values of 1. The computational formula of 1

ˆ ˆ
I

I

r
E E





 is 
defined in two cases by using the 
characteristic quantity 0m . 

 
Figure 1.  Figure.1 Connectivity matrix sketch map 

When 1K L N   , 
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ˆ ( )E L increases monotonously with respect to L , and 
reaches the maximum when 1L N  . 
When 1 1L K   , 

0 2 2 2 2ˆ ( ) {[ ( 1) ] [ ( 1) ]}2 2 ( 1)

m
E L N N L N r K K L K

N N L N
         
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0
2

1
1 11 (1 )

1

N K
m

NK

N L




  
  

ˆ ( )E L increase monotonously with respect to L , and 
reaches the maximum when 1L K  . 

Further conclusions from the above two cases: (i) 

1

ˆ ˆ
I

I

r
E E





increases monotonously with respect to L , (ii) 
According to the structure of the band of connectivity 
matrix, the number of cells that need external 
communication in the first processor and the last processor 

is either 

1 ˆ
2( 1)

E
r , the number of cells that need external 

communication in other each processor is 
1 ˆ

1
E

r ;(iii) The 
computing time of external communication is larger than 
internal communication, thus the reduction of the cell 
number that need external communication (convert to 
internal communication) can reduce the external 
communication quantities, the efficiency of parallel 
computing improves as well. Therefore, reducing of the 
bandwidth of connectivity matrix can result in reducing of 
external communication quantities. The aim of improving 
the parallel computing efficiency is then achieved. 

 
III. THE AD ALGORITHM FOR REDUCING THE 

BANDWIDTH OF THE CONNECTIVITY 
MATRIX 

A. Introduction of the AD algorithm 

The AD algorithm [12] renumbers the node labels by 
following three properties: 

1) Node-sum: assuming that there are m cells 
having the same node as their vertex, sum up the 
labels of each cell’s vertex, then sum up the total 
label number of m cells’ nodes. That is the 
node-sum. 

2)  Node-ponderation: the result of node-sum 
divided by m is called node-ponderation. 

3) Span: for the cells that have the present node as 
one of their vertex, the sum of the minimum 
vertex label and maximum vertex label is called 
span. 

The AD algorithm is divided into two phases: 
Phase 1: The nodes are relabeled based on the span 

criterion and the node-ponderation criterion respectively 
in ascending order. The relabeling process is repeated a 
number of times by these two criteria until no more 
reduction in the bandwidth are obtained. 

Phase 2: After Phase 1, the nodes are relabeled such 
that the node-ponderation criterion and the node-sum 
criterion are referred simultaneously in ascending order. 
This process is repeated until no further reduction in 
bandwidth is realized. Usually, Phase 1 is re-executed for 
a possible bandwidth reduction. 

B.  The AD algorithm for reducing the bandwidth of the 

connectivity matrix 
The original AD algorithm is aimed at reducing the 

matrix storage. It can renumber the node labels to reduce 
the bandwidth. From the above research, we know that the 
reducing of the bandwidth of connectivity matrix can 
reduce external communication quantities so that the aim 
of improving the efficiency of parallel computing is 
achieved. Based on the original AD algorithm, a new AD 
algorithm for reducing the bandwidth of the connectivity 
matrix is designed in this section. 

By following the approach of original AD algorithm, 
two variables are defined: 
1) Cell-sum: assume that there are m cells having 

communication with the current cell, sum up the 
labels of these cells. That is cell-sum. 

2) Cell-ponderation: the result of cell-sum divided 
by m is called cell-ponderation. 
The original AD algorithm has two criterions in each 

phase, which may lead to node labels oscillation so that it 
reduces efficiency to some extent. Besides, the two phases 
have the same problem: the local order of the node labels 
that relabeled by the first phase may be disrupted due to 
the change of criterions when it comes to the second phase. 
This may also reduce efficiency. To avoid oscillation 
caused by this algorithm, cell-ponderation is used as the 
only criterion of our algorithm based on the AD algorithm 
for reducing the bandwidth of the connectivity matrix. 

We introduce three variables to avoid making the 
program getting into an infinite loop: 
1) Reverse ratio: check the cell-ponderation of cells 

according to the labels of cells such that if the 
cell-ponderation of the later cell is less than the former, 
we call it a reverse order. The ratio of the total reverse 
orders and the number of cells is called reverse ratio. 

2) Half bandwidth: let the difference between the farthest 
correlate cell label and the current cell label be 0L , the 
maximal 0L  is called half bandwidth. 

3) Maximal cell-ponderation difference A : 
0max( ( ) ( ) ), 1,2, ,A A i A i i n    L , where ( )A i  

and 0 ( )A i represent the cell-ponderation of current 
iteration and the last iteration respectively. 
The process is repeated until no further reduction in 

these three variables for successive two times of iterations. 
The proposed algorithm based on the AD algorithm for 

reducing the bandwidth of the connectivity matrix has the 
following processes: 
1) Construct the cell connectivity matrix by using the 

data of other cells if needed according to the 
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algorithm; 
2) Calculate the cell- ponderation of each cell according 

to the cell connectivity matrix; 
3) The cell label is relabeled based on the 

cell-ponderation criterion and the relationship 
between the original cell labels and the present cell 
labels is recorded; 

4) The new connectivity matrix is constructed according 
to the relationship between the original cell labels 
and the present cell labels and the information of 
original matrix; 

5) Calculate the reverse ratio, half bandwidth and 
maximal cell-ponderation difference A . If no further 
reduction in these three variables for successive two 
times of iterations takes place, then go to the next 
step, otherwise go to the (2) step; 

6) End the process and output the results. 
 

IV. DOMAIN DECOMPOSITION METHOD BASED 
ON THE AD ALGORITHM 

A. Domain decomposition method according to the cell 

labels and properties 
Cell labels method can achieve the equilibrium of cell 

number in each processor, but the method ignores the fact 
that cells of different properties have different computing 
time. To achieve the equilibrium of load in each processor, 
both cell labels and cell properties should be considered. 
Assuming that the number of cell is N , the number of cell 
is r , the number of cell properties is m , the cell number in 
different properties is 1 2, , , mn n nL , an improved method is 
developed based on the cell label method: for any cell 
which property is j ( 1,2, ,j m L ), the cells holding this 
property are evenly distributed to each processor, and the 
number in each processor is approximately determined by 

[ ]j jk n r . The total number of cells in each processor is 
approximately equal to N r . This is called the labels and 
properties method for short. 
B. The new AD domain decomposition method 

The labels and properties method can perform well in 
domain decomposition with the computing time in each 
processor being approximately equal. But it ignores the 
problem of external communication so that this method 
may cause large amount of external communication, and 
may bring bad influence to the efficiency of parallel 
computing. Therefore, we should use the AD algorithm 
which reduces the bandwidth of the connectivity matrix 
before the labels and properties method. This process is 
aimed at reducing the external communication and 
improving the efficiency of parallel computing. We call 
this process as the AD domain decomposition method. 

The AD domain decomposition method is composed 
of following two parts: 
1) Relabeling the cell labels based on the AD algorithm 

which reduces the bandwidth of the connectivity 

matrix. 
2) Taking domain decompose by the labels and 

properties method. 
V. Numerical examples 

The tests are carried out on the platform of Pentium 
E5400 with Windows 7 OS and 2GB memory. 

The tests are based on a higher-order weighted 
essential non-oscillatory (WENO) method on sphere 2D 
unstructured triangular meshes and on the background of 
global tide wave movement. In our numerical simulation, 
there is no open boundary but only continent boundary. 

The computation time of internal grids is
6

1 3.1875 10 st    
and the computation time of continent boundary grids 

is
4

2 3.203125 10 st   . The computation time of internal 
communication (the data exchanges happen between 

adjacent cells in the same processor) is
8

3 3.125 10 st    and 
the computation time of external communication (the data 
exchanges happen between adjacent cells in the different 

processor) is
6

4 3.90625 10 st   . Two levels of connective 
cells are needed based on the WENO method (Fig .2). For 
the connectivity matrix, when the present cell is o , the 

values of oia
， aoia

， boia
， oja

， aoja
， boja

， oka
，

aoka
， boka

， ooa  are 1, and the values of ioa
， ai oa

，

bi oa
， joa

， aj oa
， bj oa

， koa
， ak oa

， bk oa
 are also 1 

according to the symmetry of this matrix. 

 
Figure 2.  Classic cell computing template 

The mesh data from the following numerical examples 
is a part of global non-open boundary unstructured 
triangular meshes which are created by SMS software. 
Example 1 

The number of cells is 54311 and the Sea island 
distribution map is shown in Fig .3. The results of 
different numbers of processors and different methods are 
shown in Table.1. When the number of processors is 4, the 
performance of different methods are shown in Fig .4-6, 
where the 4 different colors represent cells in different 
processors. 
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TABLE1. DOMAIN DECOMPOSITION RESULT OF DIFFERENT PROCESSORS IN EXAMPLE 1 

processors 4 8 16 32 64 128 256 

Cells label method 

Speed up 2.241 3.488 5.373 10.486 17.271 28.88 46.225 

efficiency 56.03% 43.60% 33.58% 32.77% 26.98% 22.56% 18.05% 
external 

communicatio
n 

6371 13899 28157 56127 95021 127257 161754 

labels and properties 
method 

Speed up 3.752 7.079 12.917 22.061 39.067 72.628 127.784 

efficiency 93.80% 88.49% 80.73% 68.94% 61.04% 56.74% 49.91% 
external 

communicatio
n 

10103 18848 34036 63302 102555 134893 169441 

AD domain 
decomposition method 

Speed up 3.907 7.6304 14.897 28.288 50.560 83.878 137.805 

efficiency 97.68% 95.38% 93.11% 88.40% 79.00% 65.53% 53.83% 
external 

communicatio
n 

3463 7598 13704 23649 42445 79040 143296 

 
 

 
Figure 3.  Sea island distribution map 

 
Figure 4.  result of the cell labels method in 4 processors 

 
Figure 5.  result of the labels and properties method 4 processors 

 
Figure 6.  result of AD domain decomposition method 4 processors 

Example 2 
The number of cells is 588755 and the results of 

different numbers of processors and different methods are 
shown in Table.2.  

 

1623



  

TABLE II DOMAIN DECOMPOSITION RESULT OF DIFFERENT PROCESSORS IN EXAMPLE 2 

processors 4 8 16 32 64 128 256 

Cells label method 

Speed up 3.231 5.954 11.007 18.066 24.216 37.317 48.956 

efficiency 80.78% 74.42% 68.79% 56.45% 37.83% 29.15% 19.12% 
external 

communicatio
n 

13638 28231 57528 114813 232013 466692 897020 

labels and properties 
method 

Speed up 3.92 7.673 14.764 27.623 49.019 80.097 128.35 

efficiency 98.01% 95.91% 92.28% 86.32% 76.59% 62.57% 50.13% 
external 

communicatio
n 

17194 37012 74255 137826 256893 493058 924123 

AD domain 
decomposition method 

Speed up 3.935 7.779 15.398 30.06 57.712 106.066 183.029 

efficiency 98.38% 97.23% 96.24% 93.94% 90.17% 82.86% 71.50% 
external 

communicatio
n 

11932 24901 39082 62922 106469 189907 355394 

 
 
The numerical examples show that although the cell 

labels method is easy and fast, its efficiency is low. The 
efficiency of labels and properties method is improved, 
but it has a large amount of external communication so 
that it is not conducive to the parallel efficiency. The AD 
domain decomposition method can reduce external 
communication, and achieve higher efficiency. In general, 
because the increase in processors causes the increase in 
the amount of external communication, the parallel 
efficiency will decrease with the increase in processors. 
By using the AD domain decomposition method, the 
computation time in Example 1 which has 54311 cells is 
684.831s, and the computation time in Example 2 which 
has cells 588755 is 74978.228s. These data show that the 
AD domain decomposition method can achieve higher 
efficiency in a short time. The figures show that the AD 
domain decomposition method can centralize cells in each 
processor, and the continent boundary cells in each 
processor is even. The AD domain decomposition method 
can achieve higher efficiency in a short time when dealing 
with large-scale data. The feasibility and efficacy of our 
method are explored by the numerical results.  

VI. CONCLUSION 
For the similar problems, the parallel efficient of 4 

processors is 85%-97%, and the parallel efficient of 256 
processors is 20%-70%. Using the labels and properties 
method after relabeling cells label by the AD algorithm 
can achieve higher speed up and efficiency. From the test 
of 588755 cells, the results show that the AD domain 
decomposition method can achieve higher efficiency in a 
very short time. The feasibility and effectiveness of the 
method for large-scale grid domain decomposition is 
shown. 
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