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Abstract 

The Fuzzy Prioritization Operators (FPOs) 
have been studied by various studies. As 
various FPOs produce different results, 
the fitness levels of FPOs are necessary to 
be measured. This research reviews two 
important FPOs, and proposes a Fuzzy 
Prioritization Measurement (FPM) model 
to measure the appropriateness of them. 
The advantage of FPM is to enhance the 
decision quality of the fuzzy AHP by 
choosing the best FPO with the most fit-
ness. 

Keywords: Fuzzy AHP, Fuzzy Prioritiza-
tion Operator, Fuzzy Optimization, Fuzzy 
Decision Analysis 

1. Introduction 

Applications of the Analytic Hierarchy 
Process (AHP) and the Fuzzy Analytic 
Hierarchy Process increasingly address 
the attentions of the industry applications 
and scholar research. 

The Analytic Hierarchy Process [4] is 
the popular model to aggregate multiple 
criteria for decision making. The limita-
tion is that the measurement scale for the 
value of the utility function, which is ba-
sically numerical and probabilistically 
judgmental, induces evaluation problem. 
This introduces the studies of fuzzy AHP 
[e.g. 1-3,5-7,9,12-13] to address the limi-
tation.  

The Extent Analysis Method (EAM) 

on fuzzy AHP [2] has been used in many 
studies as it is regarded as less complex-
ity. However, Wang at el. [7] pointed out 
this method was problematic. [6, 7] pro-
posed modified fuzzy Logarithmic Least 
Squares Method (LLSM) as the appropri-
ate alternative on the basis of [1, 5]. In 
order to fairly criticize both methods, this 
study only focuses on the discussion of 
the prioritization process in both methods, 
and proposes the Fuzzy Prioritization 
Measurement (FPM) Model to measure 
their fitness levels for a fuzzy comparison 
matrix. 

The structure of this article is as fol-
lows: Section 2 introduces the fundamen-
tal concepts of AHP and Fuzzy AHP. 
Section 3 introduces the two importance 
prioritization operators in Fuzzy AHP. 
The Fuzzy Prioritization Measurement 
model is proposed in section 4. Two nu-
merical examples are illustrated in section 
5. Section 6 concludes the contribution of 
this work and proposes the extensions of 
this research. 

2. Preliminary Knowledge 

2.1. Analytic Hierarchy Process 

The AHP includes three core processes: 
assessment, prioritization, and synthesis. 
In the assessment, verbal judgments are 
given by decision makers for pairwise 
comparisons. The verbal judgment is 
usually on a 9 point verbal scale repre-
sented by crisp number: 1 for equal im-
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portance, 2 for weak importance, and fi-
nally 9 for extreme importance. For pair-
wise comparisons, ija  is a numeric point 

to estimate the relative importance of ob-

ject i over object j, and  ijA a , 
10 ij jia a   , , 1, 2, ,i j n   is a pair-

wise comparison matrix. Thus a pairwise 
comparison matrix is also called a recip-
rocal matrix. The reciprocal matrices of 
all assessments are formed by transform-
ing the linguistic labels to numerical val-
ues.  In the prioritization process, a local 
priority vector  1, , nW w w  , 

1
1

n

ii
w


  is generated from a recipro-

cal matrix A  by a Prioritization Operator 
(PO), i.e. :PO A W . In the synthesis 
stage, a set of these local priority vectors 
W’s are aggregated as a global priority 
vector  1, , nV v v  by an aggregation 

operator  :Agg W V .  

These processes are with three fundamen-
tal problems: (i) selection of numerical 
scales in stage one; (ii) selection of priori-
tization operators (or methods) in stage 
two; (iii) selection of the aggregation op-
erators.  Problem (i) is addressed by [8; 
13] whilst problem (ii) is addressed by [9]. 
And Problem (iii) can be referred to [10]. 

 
2.2. Fuzzy Analytic Hierarchy Process 

The Fuzzy AHP comprises of two types 
of core processes. Type I includes fuzzy 
assessment, fuzzy prioritization, defuzzi-
fication, and crisp synthesis. Type II in-
cludes: fuzzy assessment, fuzzy prioriti-
zation, and fuzzy synthesis. Extend Anal-
ysis Method [2] is Type I whilst modified 
Fuzzy LLSM [6,7] is Type II. 
 
In the Fuzzy Assessment, a fuzzy com-
parison matrix is expressed by  

 
     

     

     

12 12 12 1 1 1

21 21 21 2 2 2

1 1 1 2 2 2

1,1,1 , , , ,

, , 1,1,1 , ,

, , , , 1,1,1

ij nxn

n n n

n n n

n n n n n n

A a

l m u l m u

l m u l m u

l m u l m u

 

 
 
 
 
  
 




   


 

,where

   1, , 1 ,1 ,1ij ij ij ij ji ji ji jia l m u a u m l  

 ,for , 1, ,i j n   and i j .  1,1,1ija   

if i j . (1) 

The verbal judgment is usually on a 9 
point verbal scale represented by fuzzy 
numbers: (1,1,1) for equal importance, 
(1.5, 2, 2.5) for weak importance, and fi-
nally (8.5,9,9.5) for extreme importance. 
In the fuzzy prioritization, A  is derived 
as a vector of fuzzy priorities or fuzzy 

relative weights  iW w  and 

 , ,U M L
i i i iw w w w . These two steps are 

the same in the type I and type II methods, 
but following steps are different. 
In type I method, each iw  is defuzzified 

as a crisp number, and then these crisp 
numbers is synthesized. This synthesized 
step is the same as the crisp AHP. The 
aggregation technique  :Agg W V  is 

usually the weight average method. Thus 
the final value is the crisp number. 
In type II method, each iw  is directly ag-

gregated as a global fuzzy priority vector 

 1, , nV v v  ,  , ,U M L
i i i iv v v v     by a 

fuzzy aggregation operator 

 :FAgg W V . 

The problems of Fuzzy AHP are similar 
to the generic AHP problems as Fuzzy 
AHP is the extension of AHP. This re-
search only focuses discussion of the 
evaluation of FPOs. 

3. Fuzzy Prioritization Operators 

There are various computational models 
for fuzzy AHP. This paper chooses two 
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importance fuzzy prioritization Operators 
for discussion: Extent Analysis Method 
and Modified Fuzzy LLSM.  
 
3.1. Extent Analysis Method 

Chang [2] proposed an Extend Analysis 
Method to derive the priority of a fuzzy 
comparison matrix with five steps as fol-
lows: 
 
Step 1: sum up each row of A  by fuzzy 
addition: 

1 1 1 1

, ,
n n n n

i ij ij ij ij
j j j j

RS a l m u
   

 
   

 
    ,  

1, ,i n   (2) 
 
Step 2:  normalize iRS , 1, ,i n   by 

1

1 1 1

1 1 1 1 1 1

   , ,

i
i n

j
j

n n n

ij ij ij
j j j

n n n n n n

ij ij ij
i j i j i j

RS
S

RS

l m u

u m l



  

     



 
 
 
 
 
 



  

  

 

, 1, ,i n   (3) 
 
Step 3: computer the degree of possibility 
of i jS S  by 

 
   

1,                           

, l

0,                         

i j

i j
i j j j

i i i j

m m

u l
V S S u

u m m l

otherwise

 


  
  




, , 1, , ;i j n j i  ,  , ,i i i iS l m u  and 

 , ,j j j jS l m u . (4) 

 
Step 4: calculate the degree of possibility 
of jS  over all the other (n-1) fuzzy num-

bers by  

 

 
 

, , ,

: 1, , ;

min , 1, ,

i j

i jj i n j i

V S S j n j i

V S S i n
 

   

 





 (5) 

 
Step 5: the priority vector 

 1, , nW w w   of A  is the form: 

 
 

1

: 1, , ;

: 1, , ;

i j

i n

k j
k

V S S j n j i
w

V S S j n j k


  


  




 

, 1, ,i n   (6) 
 
Many fuzzy AHP applications used 
Chang’s model [2]. Wang [7] pointed out 
some shortcomings of Chang’s model and 
proposed the modified fuzzy LLSM on 
the basis of previous studies [1,3]. 
 
3.2. Modified Fuzzy LLSM 

The modified fuzzy LLSM [6, 7] derives 
the priorities of the triangular fuzzy com-
parison matrix. The FPO of MF-LLSM 
has following form: 

 
 
  

2

1 1,

2

2

 ln ln ln

                          + ln ln ln

                          + ln ln ln

n n
L U
i j ij

i j j i

M M
i j ij

U L
i j ij

Min J w w l

w w m

w w u

  

  

 

 

 

Subject to 

 

 

1,

1,

1

1

1

1

1 1, ,

2

0

n
L U
i j

j j i

n
U L
i j

j j i

n
M
i

i

n
L U
i i

i

U M L
i i i

w w

w w

w i n

w w

w w w

 

 





  



 

  



 

   











  (7) 

The optimum solution to the above model 
forms normalized a vector of triangular 
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fuzzy weights  , ,U M L
i i i iw w w w , 

1, ,i n  . 
 
3.3. Remarks 

It can be observed that EAM produces 
fuzzy relative weights from the Fuzzy 
Normalized Row Sum Method (NRSM) 
from Step 1 to Step 2 in fact. These fuzzy 
weights are finally converted to a crisp 
weight value. On the other hand, the MF-
LLSM produces a fuzzy value by fuzzy 
optimization method. It is more appropri-
ate to compare MF-LLSM and NRSM of 
EAM. Thus next section develops a 
Fuzzy Prioritization Measurement Model 
to address this comparison issue. The 
matters of the measurement of defuzzifi-
cation and aggregation problems are be-
yond the scope of this paper. 

4. Fuzzy Prioritization Measurement 
Model 

The Fuzzy Prioritization Measurement 
Model (FPMM) evaluates the validity of 
the prioritization operators. Two variance 
methods in crisp AHP scenarios are re-
viewed for the development of FPMM. 
In classical AHP problem, to measure the 
distribution of the variance, one approach 
is to use Root Mean Square Variance 
which has the form [9]: 

 
2

1 1

1
,

n n
i

ij
i j j

w
RMSV A W a

n n w 

 
     


 (8) 

A is a pairwise matrix  ija , W is a pri-

orities vector of a prioritization operator, 
and    1, , ,i j Kw w W W W W   . If 

1

n n
 is taken out, the new form is Euc-

lidean Distance, which was used by [3]. 
For easier interpretation of the result, it is 
more appropriate to use the average of the 
value. Thus RMSV is preferred. 

However, a limitation of RMSV is that 
the weights for the penalty are not justi-
fied. For example, the penalty of the con-
dition 

 &  1& i
i j ij ij

j

w
w w a a True

w

 
     

 
 is 

not the same as the one of the condition 

 &  1& j
i j ij ji

i

w
w w a a True

w

 
    

 
.  

To determine the variance associated with 
weights, Minimum Violation [3] was 
proposed as weight determination.  

 , ij
i j

MV A W I   

1  ,  &  1 

0.5 ,  &  1

0.5 ,  &  1

0 ,

i j ji

i j ji
ij

i j ji

w w a

w w a
I

w w a

Otherwise

 
     


 (9) 

However, as the value of MV depends on 
the size ( 2n ) of the matrix (usually a lar-
ger sized matrix leads to a higher value of 
MV), the mean value of MV is more ap-
propriate for measuring POs. In addition, 
a mistake of above definition of ijI  is that 

the condition & 1i j jiw w a   scores 0. 

Thus The MMV with correction defini-
tion of ijI  has the form: 

  2

1
, ij

i j

MMV A W I
n

 
  

 
 ,where; 

1  ,  &  1 

1  &  1

0.5 ,  &  1

0.5 ,  &  1

0 ,

i j ji

i j ji

ij i j ji

i j ji

w w a

w w a

I w w a

w w a

Otherwise

 
    
  


 (10) 

 
Even though the new correction form is 
applied, another limitation of MMV is 
that it takes care of the penalty scores on-
ly, and ignores the actual variance values. 
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To combine the advantages of Root Mean 
Square Variance and Mean Minimum Vi-
olation, as well as offset their shortages, 
this paper proposes the Weighted Root 
Mean Square Variance method, which is 
expressed as: 

  , ij

i j

Y
WRMSV A W

n n
  

 ,  

2

1

2

2

3

  ,  &  1

                     or  &  1  

                    or  &  1 

  ,  &  1

                     or  &  1

i
ij i j ij

j

i j ij

i j ij

ij i
ij i j ij

j

i j ij

i
ij

j

w
a w w a

w

w w a

w w a

Y w
a w w a

w

w w a

w
a

w







 
    

 
 

 

  
    

 
 






2

        ,         otherwise














    

, where 1 2 31      . (11) 

 

1 2 3, ,    are the penalty weights. RMSV 

is the special case of WRMSV if 

1 2 3 1     . By default setting of 

WRMSV,  1 2 31, 3, 10      are de-

fined. 
Next, WRMSV is extended as a Fuzzy 
WRMSV by considering a modal value 
and two interval values. Thus FWRMSV 
is the form: 

 , ,L M U    , where 

    ,L L
iWRMSV l w   

    ,M M
iWRMSV m w   

    ,U U
iWRMSV l w   (12) 

FPM model is the aggregation of 
FWRMSV defined as follows: 

ˆ L L M M U U            

, where M L   or M U  , and 

1L M U     .  (13) 

By default 0.5M   and 
0.25L U   . 

5. Numerical Examples 

Two examples are illustrated: one is from 
[7], and another one is proposed by this 
paper. 
 
Consider two decision criteria with their 
fuzzy relative weights [7]: 1w  (0.65, 

0.7,0.75) and  2 0.25,0.3,0.35w  . Thus 

the fuzzy comparison matrix is  
   

   
1,1,1 1.8571,2.333,3

0.3333,0.4286,0.5385 1,1,1
A

 
  
 

 

By using Fuzzy Normalized Row Sum 
Method (FNRS) of EAM, 1w  (0.516, 

0.700, 0.955), and  2 0.24,0.3,0.367w  . 

For the FWRMSV  =(0.158, 0, 0.2143). 
The aggregation of FWRMSV ̂  is 
0.093. 
 
By using modified fuzzy LLSM, 

1w  (0.65, 0.700, 0.75), and 

 2 0.250,0.300,0.350w  . Then  = 

(0.372, 0, 0.430), and ˆ 0.201  , which 
is larger than FNRS. 
 
Another example is that 

     
     
     

1,1,1 1,2,3 3,4,5

1 3,1 2,1 1,1,1 1,2,3

1 5,1 4,1 3 1 3,1 2,1 1,1,1

A

 
   
  

. 

For FNRS,  = (0.741, 0, 0.740), and 
̂  0.370. For modified fuzzy LLSM, 
 = (0.847, 0, 0.788), and ̂  0.409, 
which is also larger than FNRS. 
 
These can be concluded that although [7] 
proved EAM may produce wrong deci-
sion. However, in this study, modified 
fuzzy LLSM produces higher aggregated 
value of FWRMSV than FNRS of EAM 
does if the fuzzy prioritization process is 
considered only. This means that the 
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modified fuzzy LLSM may produce rank 
reversals due to the approximated fitness 
is lower than FNRS. Future study investi-
gates this issue in depth. 

6. Conclusion and Future Study 

This paper proposes a Fuzzy Prioritiza-
tion Measurement model to measure the 
appropriateness of the fuzzy prioritization 
operators. The contribution of this re-
search is that the foundation to evaluate 
the fuzzy prioritization operators is estab-
lished for several directions of the future 
studies. The extensions of this study will 
investigate more FPOs, propose some 
new fuzzy prioritization operators with 
less FWRMSV, and perform the compre-
hensive numerical analysis of numerous 
fuzzy matrices. 
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