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Abstract 

In this paper, a novel geometric active 
contour model for segmenting ultrasound 
image is presented. A partial differential 
equation is designed to minimize the dif-
ference between the actual and the esti-
mated intensity probability distributions 
of the image regions. The Rayleigh dis-
tribution and maximum likelihood 
method are applied for the estimation of 
the intensity distributions of the regions. 
The approximation of the flow is based 
on finite difference with a non re-
initialization strategy. The experimental 
results demonstrate that the proposed ap-
proach can segment images accurately 
and effectively. 

Keywords: active contour, level set, 
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1. Introduction 

The segmentation of ultrasound images 
is a very difficult task because ultrasound 
images often have low contrast and blurry 
boundaries between the objects and back-
ground, and have a low signal/noise ratio. 
The details of ultrasound images are 
greatly reduced due to the speckle noise.  

Many methods have been proposed to 
segment ultrasound images. These meth-
ods can be divided into the following 
categories: Markov random fields (MRF) 

[1], watershed [2], region growing [3],  
cell-competition [4], active contours [3], 
[5], etc.  

Several active contour and level set 
methods have been proposed to segment 
ultrasound images [3, 5]. The level set 
method was proposed by Osher and 
Sethian [6]. Level set active contour 
models can be divided into two classes: 
“edge-driven” and “region-driven”. The 
“edge-driven” approach [7] is to track the 
boundaries between regions by the pre-
computed edge indicators, and when the 
evolving equation reaches a steady state, 
the boundary curve embedded in the zero 
level set has the maximum edge indicator 
value. The “region-driven” model was 
discussed in [8].  

In this paper, a novel active contour 
model is proposed. The model is formu-
lated based on minimizing the differences 
between actual and estimated intensity 
distributions in both inside and outside 
regions, respectively. In the proposed 
method, the prior knowledge and maxi-
mum likelihood method was integrated 
into the active contour model based on 
the probability distance, and the esti-
mated intensity distributions are com-
puted automatically and adaptively dur-
ing the evolution of the level set function. 

2. Active contour based on probability 
distance and maximum likelihood 

2.1 Segmentation criterion 
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Consider image I as a real positive 
function defined in a domain 2RΩ⊂ . 
The inner and outer regions of the objects 
can be defined as iΩ  and eΩ , 

and i eΩ ∪Ω = Ω , i e φΩ ∩Ω = . 
Suppose the intensity distributions of the 
both regions have a prior form, and the 
distributions can be estimated by using 
the actual intensities of the two regions. 
Then, the actual intensity distributions of 

iΩ and eΩ can be defined as iP and eP , 
and estimated intensity probability distri-
butions of iΩ and eΩ can be define 

as E
iP and E

eP . The differences between 
the actual probability distributions and 
the estimated probability distributions can 
be measured by some probability distance 
metrics, for instance, the discrete Kull-
back-Leibler divergence (KL-divergence): 
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However, as the KL-divergence is not 

symmetric, in this paper, the mean square 
distance is employed: 
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The criterion of the proposed segmen-

tation method becomes: to find a bound-
ary pixel set C that partitions the ultra-
sound image into two kinds of regions: 

iΩ and eΩ , and makes the total differ-
ence of the probability distributions of the 
two regions minimum, i.e., this process 
can be presented as finding the minimum 
of the energy function: 
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Let Ai and Ae be the number of the pix-
els in inner and outer regions Ai and Ae 
can be computed as below: 
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The actual distributions Pi and Pe can 

be computed: 
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where ( )δ i is the Dirac function, g is the 
intensity level and ( , )I x y is the gray in-
tensity in position (x, y). 

It has been stated in [9] that, the inten-
sity distributions of different tissues can 
be considered as Rayleigh distributions 
with different parameters 2σ : 

 
( ) ( )22 2 2

Rayleigh ( , ) / exp / 2P I I Iσ σσ= −⋅      (8) 

 
The likelihood function of each region 
can be formulated as: 
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Using maximum likelihood method, the 
parameters of both inner and outer re-
gions maximizing the likelihood func-
tions can be calculated as [5]: 
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where the subscript { },j i e∈ . 

Then E

iP and E

eP can be calculated and the 
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energy function can be computed if the 
boundary pixel set C is given. 

The importance of the two probability 
distances in ED is considered as equal. To 
solve such problem, Ai and Ae are inte-
grated into the energy function as the 
weights: 

 
( ) ( , ) ( , )E E

P i i i e e eE C A D P P A D P P= ⋅ + ⋅  (11) 
 
To prevent over-segmentation, a regu-

lar term should be introduced. According 
to Mumford-Shah model [8], a length 
term is introduced into the energy func-
tion, and the energy function becomes:  

 
( ) ( ) ( )PE C length C E Cα β= ⋅ + ⋅         (12) 

 
whereα and β are the weights of the en-
ergies. 
2.2 Level set implementation 

Integrate the actual and estimated dis-
tributions and the boundary into the en-
ergy function and the energy function can 
be transformed as: 
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A auxiliary function ( ): 0, Rφ ∞ ×Ω→ is 

introduced into Eq.(13). Let iΩ  and eΩ be 
the set ( ) ( ) ( ){ }, | , 0, ,x y x y x yφ > ∈Ω and 
set ( ) ( ) ( ){ }, | , 0, ,x y x y x yφ < ∈Ω  respec-
tively, then the set C can be defined im-
plicitly by the zero level set ofφ . Using 
the heavyside function: 
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the energy function can be rewritten as:  
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Then the gradient flow can be derived: 
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where 0φ is the initial level set function, 
and the last equation in Eq. (16) is the 
boundary condition.  

3. Numerical Approximation 

To approximate Eq.(16), the heavyside 
function must be approximated first. In 
this paper, the approximation of 
heavyside function is same as that in [8]: 

 

( ) 1 21 arctan
2

zH zε π ε
⎛ ⎞⎛ ⎞= + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

              (17) 

 
The value of parameterε used in this pa-
per is 1.5. 

In this paper, a strategy without re-
initialization [10] is applied. A penalizing 
term was introduced into the energy func-
tion; the penalizing term is [10]: 

 
( ) ( )21 1
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The energy function becomes: 
 

( ) ( ) ( ) ( )P RE C length C E C Eα β γ φ= ⋅ + ⋅ + ⋅ (19) 
 

The gradient flow can be re-written as: 
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The right hand side of Eq. (20) can be 
approximated simply by using the central 
difference instead of the up-wind differ-
ence [10]. The complete approximation is: 
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where D0 is central difference operator. 

Finally, the steps of the proposed algo-
rithm are: 

• Initialize the level set func-
tionφ by 0φ  

• Compute the actual and estimated 
probability distributions of the 
inner and outer regions using 
Eq.(6), Eq.(7) and Eq.(10) 

• Using Eq.(23) to compute 1nφ +  

from nφ  
• Check the convergence ofφ , if it 

still does not reach the steady 
state, continue the evolution. 

4. Experimental Result 

To validate the proposed method, we 
conduct experiments on 40 B-mode ultra-
sound images, which are from the data-
base in [11]. We have chosen different 

weight parameters in the proposed active 
contour model. If the length weight,α , is 
low, more small size objects can be de-
tected, and the model emphasizes on the 
image features;  on the other hand, if it is 
high, a smoother boundary curve can be 
generated. In the experiments, α =3.0. 
The weight of region term β  should be 
proportional to the size of image. The 
value β can be written as A b⋅ , where A is 
the size of the image, and b is the weight 
parameter, which is 0.1 in the experi-
ments. The weight of penalizing term γ is 
inversely proportional to the timestep tΔ , 
and the product of γ and tΔ should be less 
than 0.25 for the stability [10]. The 
timestep tΔ is selected as 3.0 in this paper, 
and 0.2 / 3.0γ = . 

The initial level set function 0φ is set 
following the method in [10]:  
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where 0Ω is a subset in the image do-

main Ω , and 0∂Ω is the boundary 

ofΩ ; 0c =4 in this paper. 
To validate the proposed method, the 

regions of interest (ROIs) selected by this 
method is compared with the ROIs 
manually selected by the radiologists. 
Three area error metrics: the true positive 
ratio (TP), the false positive ratio (FP), 
and the false negative ratio (FN) are cal-
culated. Let aA be the ROIs determined 

by the proposed method and mA  be the 
ROIs manually determined by the radi-
ologists, then 

 
m a

m

A A
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A
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The values of the three metrics are listed 
in Table.  1. 

The convergence of the evolution of 
the level set function in the proposed 
method is very fast, in most of the cases, 
it can reach the convergence in less than 
300 iterations, and the evaluating bound-
ary can reach the real boundary even in 
less than 100 iterations in many cases.  

An example of the evolution process of 
the proposed method is shown in Fig.1. 
The ROI finally segmented out is shown 
in Fig.2(a); the result of the same image 
using method in [8] is also shown in 
Fig.2(b) for comparing, where are many 
trivial regions, i.e., it is over-segmented. 
In addition, the boundary got by the pro-
posed method is much smoother. Fig.3 
shows another example to manifest the 
effectiveness of the proposed approach. 

The speed of the method in [8] is much 
slower than that of the proposed method, 
too. The experiments were done on a 3.2 
GHz Pentium 4 PC with 1GB RAM using 
MATLAB. The average CPU time of the 
proposed method and method in [8] are 
listed in table.2  

 
 
 

Table1. Performance 
TP Ratio FP Ratio FN Ratio 
90.12 % 9.88% 10.54% 

 
Table2. Average CPU time (second) 

Proposed Method Method in [8] 
38.72s 403.1s 

 

    
                 (a)                                 (b) 

    
                 (c)                                 (d) 
 
Fig.1: The evolution of the boundary curve c. 
(a) The initial contour; (b) After 5 iterations; 
(c) After 10 iterations; (d) After 60 iterations 

 

    
               (a)                              (b) 
 

Fig.2: (a) The final segmented ROI (con-
verged in 150 iterations); (b) The result using 
the method in [8] (converged in 1300 itera-

tions). 
 

    
                  (a)                                 (b) 
 
Fig.3: Another example. (a) The segmentation 
of proposed method (converged in 250 itera-
tions); (b) The result using the method in [8] 

(converged in 1800 iterations). 

5. Conclusions 

In this paper, a segmentation method 
for ultrasound image based on active con-
tour and the prior knowledge of the inten-
sity distribution is proposed. The pro-
posed method can accurately segment the 
ultrasound images with a quite fast speed. 
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And it is robust to the noise. It is very 
useful for CAD systems. 
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