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Abstract  

Image segment is an important step in 
image processing, pattern recognition and 
computer vision. Numerous algorithms 
have been proposed to in this field for last 
twenty years. However, a generalized 
segmentation method, especial for noisy 
image, are not studied greatly. 

A neutrosophic set (NS), a part of neu-
trosophy theory, studies the origin, nature, 
and scope of neutralities, as well as their 
interactions with different ideational 
spectra. The neutrosophic set is a formal 
framework that has been recently pro-
posed. However, the neutrosophic set 
needs to be specified from a technical 
point of view for a given application or 
field. We apply the neutrosophic set in 
image domain and define some concepts 
and operations for image segmentation.  
The image G is transformed into NS do-
main. Then, the entropy in neutrosophic 
set is defined and employed to evaluate 
the indeterminancy. A new operation, 　-
mean operation is proposed to reduce the 
set indeterminancy. Finally, a new fuzzy 
c-means algorithm, α-fuzzy-c-means (α-
FCM) is proposed to segment the image 
on  NS domain. We have conducted ex-
periments on a variety of images. The ex-
perimental results demonstrate that the 
proposed approach can segment the im-
ages automatically and effectively. Espe-
cially, it can process the “clean” images 

and the images with noise without know-
ing its type, which is the most difficult 
task for image segmentation.  

Keywords: Image segmentation, fuzzy c-
means, Neutrsophic set, Entropy.  

1. Introduction 

Image segmentation is a critical and es-
sential component and is one of the most 
difficult tasks in image processing and 
pattern recognition.  

Gray image segmentation approaches 
are based on either discontinuity and/or 
homogeneity of gray level values in a re-
gion. The approach based on discontinu-
ity tends to partition an image by detect-
ing isolated points, lines and edges ac-
cording to abrupt changes in gray levels. 
The approaches based on homogeneity 
include thresholding, clustering, region 
growing, and region splitting and merg-
ing [1]. 

The fuzzy theory has been employed 
into image segmentation, which retain 
more information from the original image 
than hard segmentation methods [2, 3].  

Fuzzy c-means (FCM) [4,5]is a method 
of clustering which allows one piece of 
data to belong to two or more clusters, 
which is frequently used in pattern recog-
nition. The fuzzy c-means algorithm 
could obtain segmentation results by 
fuzzy pixel classification. Unlike hard 
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classification methods which force pixels 
to belong exclusively to one class, FCM 
allows pixels to belong to multiple 
classes with varying degrees of member-
ship [6]. In general, the fuzzy C-means 
approach is highly effective for image 
segmentation. 

Neutrosophy, a new branch of philoso-
phy, as a generalization of dialectics, 
studies the origin, nature, and scope of 
neutralities, as well as their interactions 
with different ideational spectra [7]. Neu-
trosophy theory considers proposition, 
theory, event, concept, or entity, <A> in 
relation to its opposite, <Anti-A> and the 
neutrality <Neut-A>, which is neither 
<A> nor <Anti-A>. The <Neut-A> and 
<Anti-A> are referred to as <Non-A>. 
According to this theory, every idea <A> 
tends to be neutralized and balanced by 
<Anti-A> and <Non-A>. 

Neutrosohic set provides a new power-
ful tool to describe the image with uncer-
tainty information, which had been ap-
plied to image processing techniques, 
such as image thresholding. [8] proposed 
a thresholding algorithm based on neutro-
sophic, which could select the thresholds 
automatically and effectively. 

In this paper, the new Neutrosphic set 
approach for image segmentation is pro-
posed. The experiments on real images 
demonstrate that the proposed approach 
can perform segmentation well. 

2. Proposed method 

2.1. Neutrosphic set 

Neutrosophic set and its properties are 
discussed briefly [7]. 

Definition 1 (Neutrosophic set) Let 
U  be a universe of discourse, and a neu-
trosophic set A  is included in U . An 
element x  in set M  is noted as 

( , , )x T I F . T , I  and F  are real stan-
dard or non-standard sets of ] 0,1 [− +   

with _sup T t sup= ,  = inf T t_inf , 
sup I = i_sup ,  inf  I = i_inf ,  
sup F = f_sup ,  inf  F = f_inf  and 
n_sup = t_sup+i_ sup+ f_sup , 
n_inf  = t_inf +i_inf + f_inf . T , I  and 
F  are called neutrosophic components. 
2.2. Neutrosophic image 

Definition 2 (Neutrosophic image): Let 
U  be a universe of the discourse, and 
W U⊆  which is composed by the bright 
pixels. A neutrosophic image NSP  is 
characterized by three membership sets 
T , I  and F . 

A pixel P  in the image is described as 
( , , )P t i f  and belongs to W  in the fol-

lowing way: it is %t  true in the bright 
pixel set, %i  indeterminate, and %f  
false, where t  varies in T , i  varies in I , 
and f  varies in F .  

The pixel ( , )P i j  in the image domain 
is transformed into the neutrosophic do-
main. ( , ) { ( , ), ( , ), ( , )}NSP i j T i j I i j F i j= . 

( , )T i j , ( , )I i j  and ( , )F i j  are the mem-
bership value belonging  to white set, in-
determinate set and non-white set, respec-
tively, which are defined as: 

min

max min

( , )
( , )

g i j g
T i j

g g
−

=
−

    (1) 

/2/ 2

/2 / 2

1( , ) ( , )
j wi w

m i w n j w
g i j g m n

w w

++

= − = −

=
× ∑ ∑   (2) 

min

max min

( , )
( , )

i j
I i j

δ δ
δ δ

−
=

−
  (3) 

( , ) ( ( , ) ( , ))i j abs g i j g i jδ = −  (4) 
( , ) 1 ( , )F i j T i j= −  (5) 

where ( , )g i j  is the local mean value of 
the image. ( , )i jδ  is the absolute value of 
the difference between intensity ( , )g i j  
and its local mean value ( , )g i j  at ( , )i j . 
2.3. Neutrosophic Image Entropy 
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Definition 3 (Neutrosophic image en-
tropy) The neutrosphic image entropy is 
defined as the summation of the entropies 
of three sets T , I  and F , which is em-
ployed to evaluate the distribution of the 
elements in the neutrosphic domain: 

NS T I FEn En En En= + +  (6) 
max{ }

min{ }
( ) ln ( )

T

T T T
i T

En p i p i
=

= − ∑  (7) 

max{ }

min{ }
( ) ln ( )

I

I I I
i I

En p i p i
=

= − ∑  (8) 

max{ }

min{ }
( ) ln ( )

F

F F F
i F

En p i p i
=

= − ∑  (9) 

where TEn , IEn  and FEn  are the entro-
pies of the sets T , I  and F , respec-
tively. ( )Tp i , ( )Ip i  and ( )Fp i  are the 
probabilities of elements in  T , I  and F , 
respectively, whose values equal to i  . 
2.4. α-mean operation 

Definition 4 (α-mean operation):  The 
α-mean operation for NSP , ( )NSP α  is de-
fined as: 

( ) ( ( ), ( ), ( ))NSP P T I Fα α α α=  (10) 

( )
T I

T
T Iα

α
α

α

<⎧⎪= ⎨
≥⎪⎩

 (11) 
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/2 /2
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 (15) 
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where ( , )T i jδ  is the absolute value of 
the difference between the mean intensity 

( , )T i j  and its mean value ( , )T i j   after 
the α-mean operation. 
2.5. α-fuzzy-c-means algorithm 

A new clustering method is defined for 
the neutrosophic set and it deals with 

( )NSP α , the neutrosophic set after the α-
mean operation.  

Considering the effect of indetermi-
nacy, we composed the two set, T  and I  
into a new value for clustering. 

( , ) ( , )
( , )

( , ) ( , )

T i j I i j
X i j

T i j I i jα

α

α

≤⎧⎪= ⎨
>⎪⎩

 (18) 

A new modified fuzzy c-mean algo-
rithm on neutrosphic set is proposed. The 
new objective function is defined as: 

2

1 1 1
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−
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−

= = =
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⎜ ⎟⎪ ⎜ ⎟−⎪ ⎝ ⎠⎪=⎨
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∑∑∑

∑∑∑

 (20) 

The algorithm is composed of the fol-
lowing steps: 
1) Initialize the partition matrix (0)U ; 
2) Calculate the centers vectors ( )kC  
with ( )kU  at k step; 
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3) Update  ( )kU  to  ( 1)kU + ; 
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4) If  ( 1) ( )

, ,
max{ ( , ) ( , ) }k k

l li j l
i j i jμ μ ε+ − <  

then stop; 
Otherwise return to step 2). 

2.6. Image  segmentation based on α-
fuzzy-c-means 

A novel image segmentation algorithm, 
α-fuzzy-c-mean algorithm, is proposed, 
which is composed of the following steps: 
Step 1:  Input the image; 
Step 2: Transform the image into NS  
domain; 
Step 3: Perform the α-mean operation on 
the subset T ; 
Step 4: Compute the entropy of the inde-
terminate subset I , ( )IEn i ; 

Step 5:  If 
( 1) ( )

( )
I I

I

En i En i
En i

δ
+ −

< , go to 

Step 6;  Else go to Step 3; 
Step 6: Apply the α-fuzzy-c-mean clus-
tering on the neutrosophic set; 

Step 7: Segment the image according 
to the result in step 6; 

3. Experiments and discussions 

We have applied the proposed approach 
to a variety of real images, and compared 
with a modified fuzzy C-means segmen-
tation algorithm (MFCM) [9]. 

Fig, 1(a) is the Lena image. Fig. 5(b) is 
the segmented image using the MFCM 
algorithm with three classes. The regions 
on the hair and the hat are not homoge-
nous and separated using the MFCM ap-
proach, which are caused by the noise 
and the textures on the hair and the hat. 
However, the AFCM approach can suc-
cessfully partition the image into desired 
regions, as shown in the Fig. 5(c). The 
regions after segmentation in Fig.5(c) are 
more consistent and are not affected by 
the noise on the hair and the hat. 

Fig. 2(a) has two pandas on the image, 
which has three main regions: the pandas, 
the stones and the grass. Fig. 2(b) is the 
result of the MFCM algorithm, which 
contains some misclassified regions, es-
pecially, in the grass region and stone re-
gion. In addition, the pandas’ backs are 
affected by some noise pixels. In Fig. 6(c), 
the proposed approach makes the three 
regions distinctly and easy to recognize. 
The segmented result is more homoge-
nous and easier to detect. 

Fig. 3(a) is the Lena image with Guas-
sian noise (mean is 0 and variance is 
2.55). Fig. 3(b) is the segmentation result 
using the MFCM method, which is af-
fected greatly by the noise, while the re-
sult by the proposed method is much bet-
ter, as shown in Fig. 8(c), and the hat, 
hair and woman’s face are segmented 
correctly. 

In summary, the proposed method not 
only can segment the clear images, but 
also can segment noisy images, due to the 
fact that the proposed approach can han-
dle the indeterminancy of the images well. 
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(a)                    

   
(b)                        (c) 

Fig. 1. Lena image. 

 
(a) 

   
(b)  (c) 
Fig. 2. Pandas image. 

 
(a) 

  
(b)     (c) 

Fig. 3. Lena image with Gaussian noises. 

4. Conclusions 

In this paper, a novel neutrosophic set 
approach to image segmentation is pro-
posed based on fuzzy c-means cluster 
analysis. The image is described using 
three membership sets, T , F  and I . 
The entropy in NS  domain is defined 

and employed to evaluate the indetermi-
nancy. A new operation in neutrosophic 
set domain, the α-mean operation, is pro-
posed to reduce the set’s indeterminancy. 
The image becomes more uniform and 
homogenous after the α-mean operation, 
and more suitable for segmentation. Fi-
nally, the image in NS  domain is seg-
mented using a new fuzzy c-means clus-
tering method. The membership value in 
the fuzzy clustering frame is defined and 
updated according to the indeterminancy 
value in NS  domain. The experimental 
results show that the proposed method 
can not only perform better on ‘clean’ 
images, but also on the noisy images. The 
proposed approach can find more applica-
tions in image processing and patter rec-
ognition. 
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