
 

Reliability Analysis of Multi-Node SDDC Using Fault Tree   

Wan Yaping1, a, Luo Chenhui1 and Liu Zhiming1  
1 School of Computer Science and Technology, University of South China, Hengyang 421001,China 

aypwan@usc.edu.cn 

Keywords: Fault Tree, Cloud Computing, Reliability, SDDC 
Abstract. The software-defined data center (SDDC), while well understood architecturally, is 
beginning to reveal some of its benefits beyond agility, speed, and efficiency as organizations deploy 
and discover other areas of improvement. One critical area which we warmly discussed is reliability. 
The inaccessible of data and unavailability of computing resources can be frequent, so businesses use 
many protection techniques to guard against failures. Evaluations of the SDDC reliability have 
focused mainly on deploying multi-node for the clouding infrastructure which can bear the same 
works. We use comprehensive failure tree theory to evaluate the reliability and the performance of 
multi-node cloud computing system. The results show under specific system conditions with 
maximum functional nodes on the SDDC system, cloud impact on system reliability is nearly larger 
than the single node of application type.  

Introduction 
With the development of the Software Defined Data Center[1,2], more and more researchers focus 

on reliability and availability [3,4] of cloud computing system. A Software Defined Data Center 
(SDDC) is an architectural approach to data center design, which leverages a fundamental principle 
of computer science, abstraction, operating systems, higher-level programming languages, 
networking protocols. The introduction of an abstraction layer allows systems and services above and 
below the abstraction layer to operate and innovate independently, while maintaining agreed-upon 
communication paths and exposing services between layers through well-defined interfaces. An 
SDDC approach applies the principles of abstraction to deliver an entire data center construct in 
software, decoupling service delivery from the underlying physical infrastructure.Though the SDDC 
is blooming, such as VMware, with qualified partners, delivers the EVO:RAIL hyper converged 
infrastructure appliance via a new business model[5], the price of data loss is even higher. Thus, a 
reliable cloud computing system is a key to keep computing and data storage service running[6,7]. 
Enhancing computing, storage, network reliability by adding extra redundancy which sometimes 
causes design complexities and can be cost-expensive to highly utilized the whole system may lead to 
enormous benefits. Cloud is a style of computing where massively scalable and flexible IT-related 
abilities are provided “as services” to external customers using Internet technologies. 

Multi-node designing of cloud system is commonly used to provide protection against single node 
failure. Redundancy nodes designing reduces the probability of a cloud system failure. If the failure 
of any one element of the cloud system could cause the overall system to cease functioning, it is 
known as a “single point of failure.”  Fault tree can give two available evaluation: qualitative and 
quantitative. The farmer assessments give a qualitative ranking of each component in regard to its 
contribution to failure[8], while quantitative assessments determine if reliability requirements of the 
component are fulfilled or not. It is suggested to find out which component or module mostly 
contributes in system unreliability in order to provide a solution in improving its reliability. So, 
reliability is a nonfunctional characteristic and a term that is focused in the ability of a product to 
fulfill a certain function[9]. 

In this paper, multi-node SDDC design is proposed to solve single point of failure. For simply, we 
evaluate reliability through calculating the MTTF values. After discussing and analyzing the results 
of the calculation we can conclude that the reliability of multi-node SDDC is better than single node. 
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Reliability needs of Multi-Node SDDC system and Fault Tree analysis 
The basic idea behind the multi-node SDDC is that two or more all kinds of resource nodes are 

used together to provide redundant control. One node is normally active, processing system service 
requests, while the other is dormant, waiting for the other to fail. A graphical model of parallel and 
sequential fault combinations is the fault tree model which denotes the occurrence of a predefined 
undesired event. Its usage is based on failure of all kinds components which are hardware failures, 
human mistakes or other events. The fault tree describes the logical interrelationships of these basic 
events that lead to the undesired event, which is the TOP event of the tree. The TOP event (named 
based on its position on the tree) corresponds to a whole system failure. So, the tree is composed of all 
the components that cause this event. Fault trees include a set of entities, known as “gates” that allow 
or prevent logic flow in the tree. Gates show the relations between the necessary entities, which cause 
another event higher in the tree to happen. This event is considered to be the gate output, while the 
other events are gate inputs. The symbol of the gate specifies the relation type between the necessary 
inputs for a certain output[10].  

Reliability analysis of multi-node SDDC system using fault tree 
The SDDC users are unable to make an right decision about choosing the right means to face fault 

tolerance depending on the types of failures that they face. These failures can be network failures, server 
failures or others. The fault tree can trace the reasons due to node failure. Today more and more 
researchers turn their eyes on the reliability. In this section, we discuss the idea of reliability. We 
concentrate on the analysis and comparison of single node and multi-node SDDC system.In order to 
correctly establish the reliable model, we need to look at the reliability of the role of various factors. 
we use MTTF (Mean Time to Failure) which is the average time of normal operation before system 
failure to scale the reliability of the system.  
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Fig. 1 The fault tree model of multi-node cloud data center 
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We will use fault tree to build reliability model for multi-node data center. This paper only 

consider AND-gates and OR-gates. Figure 1 shows the fault tree model of multi-node SDDC. 
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Assuming using Rd presents reliability of node d from 0 to t time, the fault rate of node is λc , the 
fault rate of other component is λr,  and the failure probability of all nodes are same. We can 
calculate MTTF of multi node and single node respectively, as follows: 

Where, MN represents multi node and SN represents single node. A and B represents two nodes 
respectively. C represents other component. Using（1）and（2），MTTF can be calculated as follows: 
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Fig.2 MTTR based on the different values of λc  

 
 We assume that the failure rate of node λr= 0.01. According to the values of different λc, we 

can compare reliability of multiple and single node.In the same way, assumingλc=0.01, we input 
different values of λr, which can make us know component failure to the performance. It is showed 
in figure 2 and 3. From figure 2, we can conclude clearly that the reliability of multi nodes is better 
than single node. Figure 3 shows that MTTF is affected with different values of λr. Especially, when 
λr reach 0.03, the difference of reliability between dual multi nodes and single node is not obvious. 
It’s showed that when other component failure rate is higher than node failure rate, the effect to 
reliability of system of multi nodes is same as single node. 

Conclusion 
Designing a cloud data center to meet dependability goals in a multi-application environment is 

difficult. The performance and reliability all are the goals of near-optimal multi nodes designs. Multi 
nodes is designed for improving reliability and availability of cloud subsystem. This paper use fault 
tree to scale reliability of multi nodes. In the subsequent study, we will focus on security and elastic 
deployment, which also are the key technologies of SDDC cloud system. 

1157



 

 
Fig.3 MTTR based on the different values of λr 
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