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Abstract 

For research on the proper law of audio-
visual speech and biometrics technology, 
and evaluation of algorithms and systems, 
we construct a multi-language and multi-
view database HIT-AVDB-II with a cor-
pus of various common and special sen-
tences include Chinese and English po-
ems, tongue twister, digits, Greek alpha-
bet and music. The HIT-AVDB-II is 
ready to facilitate the investigation of 
multi-view biometrics technology and 
visual speech reading. HIT-AVDB-II 
contains formal and extreme feature cases 
for study.  For fair comparison, we also 
establish related experiment protocols on 
view and intersection respectively. Fur-
ther, we supplied one baseline speaker-
identification recognition algorithm based 
on DCT to be compared. 

Keywords: Biometric, visual speech, 
multi-view, database 

1. Introduction  

Audio-visual speech biometrics and 
speech reading are of great significance 
in pattern recognition, computer vision 
and security strategy areas. Lots of algo-
rithms and systems have been proposed 
with the aim of meeting the demand of 
speaker recognition and visual speech [1]. 
In order to evaluate the properties of 
these algorithms and systems, various da-

tabases have been constructed [2,4,6,14], 
most of which are under constrained con-
ditions [1]. However, in practical use, lip-
reading and audio-visual speech biomet-
rics are still challenging. This is due to 
many factors of practical use, such as 
huge vocabulary, illumination variations, 
blur caused by hand-held camera or head 
movement, rotation, etc. What is more, 
the law of human speech still needs to 
learn. Therefore, databases with large 
number of subjects, phonetically and vis-
ual word balanced with large corpus un-
der unconstraint conditions are still ex-
pected [1, 2, 3]. 
    As presented in [4], with profile visual 
information, the performance of audio-
visual speech reading can be improved. In 
this paper we endorse this contribution of 
multi-view and endeavor to advance the 
research in multi-view visual speech 
reading and visual biometrics. 

Besides the contribution of multi-view 
research on speech reading, we argue that 
personal habitual mouth movement is 
helpful for biometrics. The most differ-
ence lie in the mouth region between dif-
ferent people always occurs when the 
speakers exaggerate their mouth move-
ments, which present his/her personal ha-
bit and features. In this paper, we regard 
all the special mouth movements as “ex-
aggerate mouth”. This “exaggerate 
mouth” is defined as “extreme features”, 
short for “ext-feature” hereinafter. 

For better explicitly taking advantage  
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 Table 1 Parameter of Some Existing databases 

Note: Blank: not mentioned in the published paper. 1: Frontal and profile; 2: four targets, placed 
above, below, left, and right of the camera. 3: An array of cameras mounted on the dashboard; 4: 
car idle, 35 and 55 mph windows rolled up, or just front windows rolled down, Car background

 
of the above factors, we construct a mul-
ti-view, multi-language, continuous 
speech database, which is named Harbin 
Institute of Technology Audio Visual 
Speech Database II (HIT-AVDB-II). 
HIT-AVDB-II is designed open and free. 
It is obvious that our databases can be 
used for research in: 1 visual speech; 2 
biometrics; 3 lip detection/tracking and 4 
multi-view etc. 

In this paper, we review the relate 
work of databases in section 2. After ex-
patiating the motivation of HIT-AVDB-II, 
we present our design principles, reasons 
and objectives in section 3. In section 4, 
practice protocols on HIT-AVDB-II is 
presented, followed with a baseline algo-
rithm evaluation. 

2. Relate work 

After reviewing the growing course of 
visual speech database and corpus, we 
summarize them as follows. In early 
phase, databases always consist of iso-
lated words. For example, Tulips1[17] 
consists of only 12 subjects with a corpus 
of 4 English digits. Other well-known da-
tabases includes AVletters[5], M2VTS[6], 
AMP/CMU[7] etc. Most of them are sim-
ple, ideal recording and with small vo-
cabulary. Therefore, these databases can-
not be used for practical lip reading re-
search. 

To overcome these shortcomings, lar-
ger and more complex databases have 
been developed gradually. Connected-
digit strings, unconstraint background in 
some extent, visual and acoustic noise 
and large vocabulary are set to simulate 
the realistic daily life. XM2VTS[6], 
CUAVE[4], MIT’s AV TIMIT[12] and 
BANCA [1] are well used.  

Database  Fee Sessions or 
recording 
duration 

number of sub-
jects 

Corpus(languages and speech content) 

CMU's PF 
AVSR Data-
set(07) 

___ 1 10 150 words1 

VALID(05) Y 4 (in office) 
1(in studio)  
(a month) 

106 (29 F) XM2VTS corpus, head rotation in studio 2 

with illumination changes and acoustic noise 

AVICAR(04) Y _______ 100 (50 F) isolated digits, letters, phone numbers, and TI-
MIT sentences, language backgrounds (60% 
native American English speakers) inside a 
car.3,4 

BANCA(03) N 12 (3 
mouths) 

208(104 F) random 12-digit number, name, address and 
birth date (4 European languages) 

MIT AV TI-
MIT(03) 

Y 20 times  233 20 sentences 

AV-
ViaVoiceTM(0
3) 

___ _____ 290 10,500 single words 

VidTIMIT(02) Y 3 ( 1 week) 43 (19 F) Ten sentences each person. Phonetically bal-
anced sentences. Head rotation. NTIMIT cor-
pus, appearance and mood change 

CUAVE(02) Y 1 36 individual, 20 
pairs 

Isolated and connected digits 

XM2VTS(99) N 4 295 Head rotation, 2 digits sentences and one sen-
tence 
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Besides, AVICAR [13] is recorded in-
sides a car with an array of cameras on 
the dashboard in 2004. VALID data-
base[14] consists of 4 sessions in office 
and 1 session in studio. Face rotation im-
ages of five views, center, left, right, up 
and down, each approx 10 degrees from 
center are also recorded [15]. VALID is 
released in 2005. CMU profile-frontal 
AVSR dataset start in 2007 for profile 
investigation [8]. From the above men-
tioned, we find multi-view attracts atten-
tions of the designers of these datasets.  

 More parameters of these databases 
are shown in Table.1. Note that most da-
tabases are not free or not open. 

However, databases mentioned above 
are far from enough for visual speech and 
biometrics [1]. The ones consist of realis-
tic variability are still expected. Due to 
this motivation, HIT-AVDB-II aims at 
filling the vacancy of simultaneous big-
degree multi-view recorded and extreme 
feature added database with large-
vocabulary, continuous speech, adequate 
number of subjects, realistic variability 
and some nonideal recording conditions 
like: time variations, visual and acoustic 
noises etc. 

3. Design goals and record methods  

As mentioned in Section 1, we emphasize 
the exaggerated pronunciations which ask 
for special mouth movements. We as-
sume these feature includes some infor-
mation that would improve the recogni-
tion rate. 

We also assume that contributions of 
different views are different to both 
speech reading and biometrics tasks. 
Each view owns special information that 
others could not cover completely. This is 
more or less motivated by [4, 5, 9].  

Following the above assumptions, 
HIT-AVDB-II is designed to maximize 
the speakers’ speaking characteristics un-
der natural conditions. The main design 

principles include: 1 multi-view re-
cording simultaneously, 2 exhibiting as 
much extreme features as possible, 3 in-
cluding multi-language and 4 Illumina-
tion variation and non-controlled sur-
rounding sound recording.  

According to Principle 1, HIT-AVDB-
II is multi-view recorded. Unlike 
CUAVE [4], DAVID [9] and CMU data-
bases [8], in which only the frontal and 
the profile views are used, HIT-AVDB-II 
are recorded in 4 different views simulta-
neously. 

Based on Principle 2 to 3, the corpus 
of HIT-AVDB-II includes digits, Chinese 
poems, tongue twisters of Chinese and 
English, Greek alphabets, music notes,   
mandarin vowel. 

Reasons about the above mentioned 
corpus are as follows: 

1. The use of Chinese poems here is 
mainly because that reading poems leads 
the speakers to express her/his emotion 
and special tune, which could not be 
found in the four standard tunes of man-
darin.  

2. HIT-AVDB-II also selects some 
tongue twisters, containing some conso-
nant pairs which are easily confused to 
each other. These expose the speakers’ 
the habits and pronunciation “defects” in 
unconsciously fast mouth movements.  

3. Greek alphabet letters are intro-
duced for exhibit mouth movement suffi-
ciently. Music notes and vowels of Man-
darin are helpful for exposing some spe-
cial tunes.  

In HIT-AVDB-II, 30 speakers (15 fe-
male and 15 male) are asked to sit on the 
fixed chair to record. Considering the 
frame rate, the time length of corpus and 
the number of views, we believe the size 
of HIT-AVDB-II is adequate to some ex-
tent, which is similar to databases like 
CUAVE [4] and VidTIMIT[18]. 

HIT-AVDB-II is recorded in 3 ses-
sions. Speakers are free except for the 
fixed chair and the corpus including 11 
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sentences. They speak each sentence 
twice naturally in each session. Interses-
sion delay is 2 days. This delay allows the 
change of face, skin variation, hair style 
of subjects. We also encourage them to 
wear spectacles and hair ornaments to 
simulate realistic scenarios. The first ses-
sion is recorded in the morning with the 
dark blue background, the second one in 
the afternoon with light green background 
and the last one in the evening with dark 
red background under fluorescent lamp.  

 
Fig.1 Platform of recording locale 
 
Each Camera is tuned to view the 

above of chests. The locale and the cam-
eras are set as the Fig.1. The videos are 
gathered through IEEE 1394 interface 
and finally compressed to MPEG2.  

Sound waves are included in the video 
file. More configuration parameters and 
storage parameters are in Table2 and Ta-
ble 3 respectively: 
Table2. Configuration Parameter 
Item Value Remark 
Speaker 30 15 male and 15 female 
Sentence 11  

Utterance 6 
3sessions, 2 utterances 
each session 

Background 3 Red, Green, Blue 
Recording 
Time 

 
Morning, afternoon and 
evening 

View points 4 
0°(facial), 30°, 60°, 
90°(profile) 

Note: Allow Angle deflection: 5°. 
Gesture Requirement: Free. 
 

Table3. Storage Parameter 
Item Value Remark 

Record Format SP Common Clear 

Frequency 25fps 
Noise like sinker 
knock on stones 

Resolution 720×576 Pixels 
Number of DVD 4 4.7G×4 

For facilitating management and prac-
tice, the storage folder structure of HIT-
AVDB-II is organized as following:  

 
#view id// #person id// #sentence id// 
#Utterance ID 
 

 
(a) 90°            (b) 60°          (c) 30°          (d) 0° 
Fig.2 Sample of Multi-view images from the 
left to right is 90°, 60°, 30°, 0° images 

 
  

 
(a)dark red       (b) Light green     (c) dark blue 
Fig. 3: Sample of multi-background 
 

Fig.2 illustrates an example of the 4 
views of a person. Fig.3 shows the influ-
ence on complexion from different back-
grounds and illumination. 

4. Practice protocol 

From the database, we have 6 utter-
ances of each sentence of each person in 
one view. Here, we denominate these six 

utterances 1U  to 6U .  

 As the Fig.2 shows, HIT-AVDB-II 
has 4 views. And as we have assumed, 
each view owns special information, 
which would also be helpful to the others 
in some extent. Besides the view factor, 
we also regard that algorithm and AVSR 
systems should be session-independent. 
Therefore, we propose two protocols that 
one view related and one intersection re-
lated for further understanding and fair 
comparison. 
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Here, we recommend to measure iden-
tification performance with the Rank-1 
match rate [1] and verification perform-
ance with FAR and FRR [1, 18]. More 
details about the protocols of HIT-
AVDB-II are as follows: 

Protocol I: Multi-view protocol 
Type A: Individual Test 
As this paper has assumed, contribu-

tions of different views are different. 
They complement to each other mutually. 
Here, four views from frontal to profile 
are named as 0°, 30°, 60°and 90°.  Indi-
vidual Test is to do experience on each 
view respectively and compare the results. 

Type B: Combination Test  
For further understanding of the rela-

tionship among different views, Combi-
nation Test is to investigate the relation-
ship of each views when put them to-
gether. View combination follows the 
rule of VIEW-TITLE and the view under 
this combination is VIEW-TITLE-View 
Id; For example: we combine the frontal 
and profile together, we get VIEW-
Frontal_Profile consists of VIEW-
Frontal_Profile-0° and VIEW-
Frontal_Profile-90°. Totally, we could get 
12 combinations and 4 individuals. 

Protocol II: Intersection Protocol 
Three sessions of HIT-AVDB-II are 

recorded at different time span of days. 
Each session includes two utterances. To 
evaluate the algorithms and find out the 
relationship of each session and utterance, 
Type A and Type B are proposed. 

 Type A:  Session Test 
In verification or identification with 

threshold, we propose one of these three 
sessions for training, one for evaluation 
set and one for test set. Any of these three 
could swap with each other. 

Type B: Utterance Test 
For identification application without 

an evaluation set, we propose each utter-
ance as test set while the other five to be 
the training set. Each test client has 11 

test sentences from 29 other unknown 
persons. 

5. Experiences 

5.1. Motivation 

To offer a benchmark result for further 
comparison, we utilize Semi-Continuous 
Hidden Markov model (SCHMM) based 
on a common used feature extracting al-
gorithms DCT [16]. 

5.2. Experience  

Preprocessing, including sentence seg-
mentation and landmark (four points of 
mouth rectangle) labeling have been 
completed manually. We use 2-D DCT 
computation with 64×64 mouth rec-
tangle. We select the top-left 30 low fre-
quency components from DCT coeffi-
cients in a zigzag-scanning manner. A 
SCHMM with 6 states and 8 mixtures is 
exploited for training and testing task. 
More experiences and results will be up-
dated daily on the public available URL:   
http://vilab.hit.edu.cn/lipreading/avdbii.p
hp. 

6. Conclusion 

In this paper, under the assumption of 
importance of the “extreme feature” rep-
resented by “exaggerate mouth” and 
multi-view information we constructed a 
Chinese face speaker database HIT-
AVDB-II. We designed the corpus for 
HIT-AVDB-II with Chinese and English 
phrases, poems and tongue twisters, 
Greek alphabet letters and music notes 
and side-view recording. The HIT-
AVDB-II consists of 6 utterances of each 
sentence of 30 subjects. To facilitate the 
further investigation, the research practice 
protocols are introduced.  
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