
 

Active learning favoring points near the border 
between clusters 

Chunjiang Fu1, a, Yupu Yang1, b 

1Department of Automation, Shanghai Jiao Tong University, and Key 
Laboratory of System Control and Information Processing, Ministry of 
Education Shanghai 200240, China 

afcj2519@126.com, bypyang@sjtu.edu.cn 

Abstract.  

An active learning SVM technique taking advantage of the cluster assumption 
was proposed. In each active learning iteration, unlabeled instances in the SVM 
margin were first grouped into two clusters. Then from each cluster, points most 
similar to the other cluster were selected for labeling. Such points lying near the 
border between clusters were expected to become support vectors with higher 
probability. The clustering process was performed in the same kernel space as 
SVM. With semi-supervised K-medoids, labeled instances were also used to 
improve the clustering performance. Experiments showed that the proposed 
method was efficient and robust (to poor initial samples). 
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Introduction 

In many machine learning tasks, unlabeled data are relatively easy to collect, 
but class labels are difficult or time-consuming to obtain. To get the best 
classification performance with least labeled data, two classes of techniques have 
been developed by the machine learning community: Semi-supervised Learning 
[1] and Active Learning [2]. 

Semi-supervised learning tries to improve the performance using useful 
information contained in the unlabeled data. This is usually achieved by taking 
some reasonable assumptions about the data. The most widely used assumption 
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in semi-supervised learning is the cluster assumption. It assumes that in the 
feature space, points in the same cluster should have the same class label with 
high probability and therefore the decision boundary should lie in the low 
density regions between clusters. This is actually quite intuitive. For datasets that 
does not meet the cluster assumption, or in other words, points of different 
classes mingle together in the feature space, many people think that it is the 
feature extraction strategies to blame. 

Instead of utilizing unlabeled data directly, active learning tries to label only 
the most informative instances. In the most widely used pool-based active 
learning scenario, active learning starts with a small set of labeled data L and a 
large pool of unlabeled data U. An initial model is trained using the few labeled 
instances. Then in each consecutive iterations, the active learner selects out a few 
unlabeled instances that are most informative according to the current model. 
After an an oracle (e.g., a human annotator) offers class labels of these data 
samples, they are used to update the learning model. This process continues until 
some stopping criterion is met. In this way, unnecessary and redundant samples 
are much less likely to be included in the training set, thus reducing the labeling 
cost and potentially the computational cost greatly. 

In this work, an active learning method taking advantage of the cluster 
assumption is proposed. We focus on binary classification tasks using SVM 
(support vector machine). Unlabeled data points lying near the border between 
clusters are favored over the most uncertain ones. 

Support vector machine 

   With n labeled data points )},(),...,,(),,{( 2211 nn yyy xxx , where 
d

i R∈x , and }1{±∈iy , the SVM training algorithm tries to solve the 
following optimization problem: 
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where iα s are Lagrangian multipliers, C is a user chosen constant, and 

),( jiK xx  is a kernel function. Among various kernel functions, the Gaussian 
kernel is the most widely used one: 

 jieK ji
xxxx −−= γ),(           

        
(4) 

   For a new test sample x , sign of the following equation can be used to 
predict its class label. 
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Semi-supervised K-medoids Clustering 

To explore the cluster structure in the dataset, K-medoids clustering is used to 
group candidate points. K-medoids clustering has been proved to be NP-hard and 
most implementations are computationally heavy. [3] proposes a very efficient 
algorithm for K-medoids clustering that runs very similar to the K-means 
algorithm. We use it instead of K-means in the "Constrain-Kmeans" method 
proposed in [4] and get a simple semi-supervised K-medoids clustering method. 

The clustering process takes place in the same kernel space as SVM. For 
simplicity, we just use the Gaussian kernel as similarity measure. For a cluster P, 
its medoid Px  is calculated as:  
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   The semi-supervised K-medoids clustering method is summarized in table 1. 
   Table 1 Binary Semi-supervised K-medoids 

Algorithm 1: Binary Semi-supervised K-medoids 
Input: Labeled dataset L, unlabeled dataset M 
Output: Two clusters P and N, as well as their medoids Px  and Nx  

Step 1: }0|{0 >∈= iii yandLP xx , }0|{0 <∈= iii yandLN xx  
Step 2: Calculate medoids of the two clusters using equation (6) 
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Repeat: 
Step 3: 0PP = , 0NN =  

Step 4: For each Mi ∈x , add ix  into P if ),(),( NiPi KK xxxx > , or 
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into N elsewise 
Step 5: ∑
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Until Px  and Nx  do not change 

Step 6: 0PPP −= , 0NNN −=  

Step 7: Output P, N, Px , Nx  

The data selection strategy 

   The proposed data selection strategy for active learning is summarized in 
table 2. In each active learning iteration, unlabeled instances in the SVM margin 
are first grouped into two clusters using a semi-supervised K-medoids clustering 
algorithm. Then from each cluster, points most similar to the other cluster are 
selected for labeling. Such points lying near the border between clusters are 
expected to become support vectors in the final classification model with high 
probability. 
   Table 2 Active learning based on semi-supervised clustering 

Algorithm 2: Active learning based on semi-supervised clustering 
Input: Labeled dataset L, unlabeled dataset U, batch size k 
Output: An SVM classifier 
Step 1: Train an SVM with initial points in L 
Repeat: 
Step 2: }1)(|{ <=∈= iii fandUM xxx , where )(xf  is in 
equation (5) 
Step 3: If kM 2< , let MQ =  and go to step 6 

      Else let ∅=Q  

Step 4: Group ix s in M into two clusters P and N with algorithm 1 

Step 5: For Pi ∈x , select k ones that has largest ),( NiK xx  

      For Nj ∈x , select k ones that has largest ),( PjK xx  
      Add these points into Q 
Step 6: Randomly delete instances from Q as long as kQ >  
Step 7: Label points in Q and add them into L 
Step 8: Retrain the SVM on L 
Until stopping criterion is met 
Step 9: Output the final SVM model 
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Experiment on the USPS dataset 

To test the effectiveness of the proposed method, we compared it with two 
other traditional techniques listed below. Given a fixed batch size k:  

(1) Random: randomly select k instances in the unlabeled pool U; 
(2) Uncertain: select k unlabeled samples nearest to the current SVM 

separating hyperplane; 
USPS [5] is a widely used benchmark dataset containing 7291 handwritten 

digits, among which 645 ones are "8". We set class 8 with label "+1" and the rest 
"-1". This is a common setting when adopting the "one-vs-all" scheme for 
employing SVM in multiclass problems.[6] 

We run these algorithms 50 times, and draw the average test error rate with 
respect to the number of iterations. In each run, 50% of data randomly selected 
are reserved for testing, and the rest 50% as the unlabeled pool. In each run, one 
instance from each class are selected as initial labeled samples for all the 
methods. In each iteration, 10 instances are selected for updating the 
classification model. Parameters for SVM are set as C=10, γ=0.001. 
   As demonstrated in figure 1, our method get an error rate less than 3% with 
only 10 iterations on average. Others get this with more than 16 iterations.  

    
Fig. 1 Average test error rates on USPS 
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Fig. 2 Average test error rates on w5a 

Experiment on the w5a dataset 

Another experiment is on text categorization: classifying whether a web page 
belongs to a category or not. The original dataset consists 49749 web pages, with 
300 sparse binary keyword attributes extracted from each. [7] For simplicity, we 
used only a subset containing 9888 instances, the w5a dataset. [8]  

There is some labeling noise in the dataset. To improve robustness of active 
learning methods, 5 instances from each class are used for initialization. In each 
iteration, 5 instances are selected. Parameters are set as C=100, γ=0.01. Other 
settings are the same as the former experiment. 

Figure 2 shows average test errors over 50 runs. The proposed method 
obtains an error rate lower than 3% after 8 iterations, while others failed to 
achieve this even after 15 iterations. 

In terms of average error rate, Uncertain performs worst on this dataset. In 
fact, in more than 20 runs, Uncertain got smaller final error than the proposed 
one. But unfortunately, it performs very poor in several runs, with final error rate 
more than 50%. This indicates that the traditional Uncertain method is vulnerable 
to poor initial samples. The proposed method is more robust. 

Conclusion 

By analyzing results of the experiments, we believe that the proposed method 
is more efficient in terms of label cost, and also more robust to poor initial 
samples than traditional methods. 

K-medoids is adopted to explore the cluster structures in the data. It is both 
efficient and easy to implement. Maybe the performance of the proposed method 
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can be further improved by employing more sophisticated clustering algorithms 
such as spectral clustering [9][10] or maximum volume clustering [11]. 
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