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Abstract 

Magnetoencephalograph  spatial Time-Frequency Multiple Signal Classification 
(MEG-TF-MUSIC)can work well in essential and sensor noises environment, but 
a pulse noise exist in MEG array processing data, they can be described by α  
stable distribution. The performance of MEG-TF-MUSIC degenerate in α  stable 
distribution environment, Hence, we define the fractional lower order moments 
spatial time-frequency distribution matrix (FLOM-STFDM) concept based on 
fractional lower order covariance, and MEG spatial Time-Frequency Fractional 
Lower order Multiple Signal Classification(FLO-MEG-TF-MUSIC) method in 
which STFDM is replaced by FLOM-STFDM is proposed, procedures of 
algorithm is introduced in this paper, it can effectively reduce he source location 
estimation mean square error (MSE) . Simulations show that the technique 
demonstrate the advantages than MEG-TF-MUSIC in α  stable distribution 
environment, is robust. 
Keywords: Magnetoencephalograph; Source localization; Alpha( α ) stable 
distribution; Multiple Signal Classification 

Introduction 

 Magnetoencephalograph(MEG) is a ideal tool of human neural activity 
analysis, brain source (lesions) location method based on MEG has been 
intensively researched in recent years. Multiple signal classification (MUSIC) 
algorithm is a kind of noise subspace algorithm and is usually applied to the 
source and target positioning, in the first place, it is applied to EEG source 
localization in the literature[1], and EEG-MUSIC source localization algorithm is 
proposed. Then the improved R-MUSIC, S-MUSIC, IES-MUSIC and RAP 
MUSIC algorithm based on MUSIC have been proposed, The calculation of these 
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methods in the monophyletic positioning is the same, but RAP MUSIC has the 
obvious advantage when they are calculated  the multi-source location. The actual 
brain magnetic signal is a non-stationary signal, and time-frequency distribution is 
a powerful analysis tool for non-stationary signal. Literature [2] introduces the 
time-frequency distribution matrices in the signal processing and puts forward the 
concept of spatial time-frequency for   non-stationary signals. form spatial 
time-frequency distribution matrix, The STF-MUSIC estimation method based on 
time-frequency averageness in which the PWVD time-frequency distribution is 
used as the spatial time-frequency distribution matrix is proposed in literature [3], 
effectively improve the estimate resolution, Signal-to-noise ratio(SNR) can be 
improved  L times than the traditional MUSIC method (L is the length of the 
rectangular window of PWVD). Subsequently, TF-MUSIC is applied to The error 
calibration of radar matrix signal and MEG field[4-5] . 

In general, MEG-TF-MUSIC algorithm is regarded as gaussian noise in dealing 
with the false component (noise) of the EEG data, this assumption in most cases is 
acceptable, because most researchers average the data for many times before 
analyzed the experiment, set a threshold value and make it pass a band-pass filter , 
but it will cause the inevitable loss of data information, hence, the signal 
processing method based on unequal MEG data is necessary. The noise is usually 
impulsive in unequal MEG data, for example, the acceleration noise impact, 
hypoxia and other special test, its strength is far greater than the source potential, 
and is not belong to the gaussian distribution, but we can described as α  stable 
distribution[6-7] . 

A new method of clutter identification is proposed  in view of the α  stable 
distribution clutter in literature [6], It establish the corresponding relationship  
between α  stable distribution parameters and the clutter noise, and can identify 
several  types, the method establish normalization radar echo characteristic 
function, so we can use α  stable distribution theory to estimate radar clutter 
frequency spectrum. The traditional frequency spectrum estimation algorithm 
based on second order statistics (SOS)  fail in α  distributed environmen, 
therefore, frequency spectrum estimation methods in view of the stable 
distribution have been proposed, FLOS - direct method, FLOS - indirect method, 
FLOS - Welch method[7], autoregressive (AR) model spectrum estimation 
method [8], etc. We  substitute   the second order correlation with  the fractional 
lower order covariance(FLOC), get the fractional lower order covariance matrix, 
and apply  the  matrix decomposition method, put forward three kinds of new 
method for radar echo frequency spectrum estimation: FLOC - Pisarenko, FLOC – 
Esprit and  FLOC - Music method. Three kinds of new method and traditional 
method based on second order statistics  are compared in the paper, the computer 
simulation shows that the traditional method fails, the proposed method can work 
under the  α  stable distribution environment, can also work in gaussian noise 
environment, has a certain toughness. 

MEG-TF-MUSIC algorithm 
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The coordinates YX ,  and Z  are expressed as dipole source location, let us 

define sensor electrode as M, source signal as P  and PM > . The received 

signal of M sensor at the t  moment can be represented 

as 1 2( ) [ ( ), ( ), , ( )]T
My t y t y t y t=  , P dipole source signals are represented as 

1 2( ) [ ( ), ( ), , ( )]T
Ps t s t s t s t=  , 1 2( ), ( ), , ( )Px t s t s t  are the source locations, 

PM 2×  lead electric field matrix of P dipole as 

follows 1 2[ ( ), ( ), , ( )]RG G x G x G x=  , We also define a PP×2  orientation 

matrix  of  P  dipole that expresses as 1 1[ , , , ]PM diag M M M=  ,  the received 

vector at t moment is defined as 
)()()()()()]([)( tntsAtntstGMty +Θ=+=                            （1） 

Among )(ΘA  is a PM ×   directional matrix ， let 

1 2( ) [ ( ), ( ), , ( )]PA a a aθ θ θΘ =  , θ  is hybrid parameter ，

1 2( ) [ ( ), ( ), , ( )]T
Mn t n t n t n t=  is the noise vector of α  stable distribution at 

t  moment. 
The Cohen-class time-frequency distribution of the type (1) can be described 

as: 

∫ ∫ ∫
+∞

∞−

+∞

∞−

−+∞

∞−
−+⋅−−Φ= ξτττξ ξτπ dvddevyvyftvftC j

y ])2/()2/([),(),( 2*             

（2） 

Here, ),( ftv −−Φ ξ is the kernel function, when Signal and noise is not 

relevant we can get 0),( =ftCsn , 0),( =ftCns , type (2) can be simplified as: 

),(),(),())(,()(),( ftCftCftCGMftCGMftC nnnssn
TT

sy +++=

),())(,()( ftCGMftCGM nn
TT

s +=   （3） 

and 

∫ ∫ ∫
+∞

∞−

+∞

∞−

−+∞

∞−
−+⋅−−Φ= ξτττξ ξτπ dvddevsvsftvftC j

s ])2/()2/([),(),( 2*                 
（4） 

),( ftCs   is the Cohen-class time-frequency distribution of the source signals, 
For the source signals of   disparate frequency characteristics, for example, two 
frequency-modulated signal is shown in figure 1, the time- frequency distribution 
is different, the figure 2 is their PWVD,The core region Ω  of each source signals 
in the time-frequency distribution are selected, the signal 1 is 

1Ω  and the signal 1 
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is 
2Ω , after averaging in time-frequency domain, the average time-frequency 

distribution of the source can be pressed as  
         IAftCAdtdfftC n

T
syy

2))()(,()(),( s+ΘΘ==Ψ ∫ ∫
Ω

                            

  （5） 
The noise’s characteristic vector are get when yΨ  is carried out  the feature 

decomposition, the type (6) is used as a cost function and EEG inverse problem is 
applied in the method, the corresponding largest )(iJ  is the space position of the 
source when the grid position of the brain model is searched. 

{ })()(),()(/1)( min θθθθλ aaaZZaiJ TT
nn

T=                                    （6） 

FLO-MEG-TF-MUSIC algorithm 

When the noise in type (1) is α  stable distribution, its time-frequency 
distribution degenerate, the cost function (6) will not be available, and therefore 
the traditional EEG -TF-MUSIC must be improved. we defined the fractional 
lower order Cohen-class time-frequency distribution(FLO-CTFD) of the signal 

)(ty  as 

∫ ∫ ∫
+∞

∞−

+∞

∞−

−+∞

∞−

><−>< −+−−Φ= ξτττξ
π

ξτπ dvddevyvyftvftC jPPFLO
y ])2/()2/()[,(

2
1),( 2             

      （7） 

∫ ∫ ∫
+∞

∞−

+∞

∞−

−+∞

∞−

><−>< −+−−Φ= ξτττξ
π

ξτπ dvddevsvsftvftC jPPFLO
s ])2/()2/()[,(

2
1),( 2               

    （8） 
Here, ),( ftC FLO

y  is the FLO-CTFD of Mixed signal and ),( ftC FLO
s

 is the 
FLO-CTFD of the source signal. The time–frequency distribution matrices for 

),( ftC FLO
y  can be written as 

),(),(),())(,()(),( ftCftCftCGMftCGMftC FLO
nn

FLO
ns

FLO
sn

TTFLO
s

FLO
y +++=                      

（9）  
And ∫ ∫ ∫

+∞

∞−
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∞−

−+∞

∞−

><−>< −+−−Φ= ξτττξ
π

ξτπ dvddevnvsftvftC jPPFLO
sn ])2/()2/()[,(

2
1),( 2

              （10） 
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π
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∫ ∫ ∫
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><−>< −+−−Φ= ξτττξ
π
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nn ])2/()2/()[,(

2
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     （12） 
Because the signal )(ts  and the stable distribution noise )(tn  is uncorrelated, 

the type(9) can be simplified as 
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),())(,()(),( ftCGMftCGMftC FLO
nn

TTFLO
s

FLO
y +=                       （13）

  
We can average the core region of each source signals in time-frequency 

distribution, the signal 1 is 1Ω  and signal 2 is 2Ω  in Figure 2, the averaged 
FLO-CTFD of the source signal 1 and  source signal 2 can be written as           IAAdtdfftC n

TFLO
s

FLO
y

FLO
y

2))(()(),(
1

1

11
s+ΘΨΘ==Ψ ∫ ∫

Ω

                              

     （14） 

IAAdtdfftC n
TFLO

s
FLO
y

FLO
y

2))(()(),(
2

2

22
s+ΘΨΘ==Ψ ∫ ∫

Ω

                                （1

5） 
Here, dtdfftC FLO

s
FLO
s ∫ ∫

Ω

=Ψ ),(
11

， dtdfftC FLO
s

FLO
s ∫ ∫

Ω

=Ψ ),(
22

， FLO
y1

Ψ , FLO
s1

Ψ , FLO
y2

Ψ  

and FLO
s2

Ψ  are ΩΩ × PP  matrix. We define the function of the brain source 
localization in the fractional lower order noise environment as: 

{ })()(),()()(/1)( min θθθθλ aaaZZaiJ TTFLO
N

FLO
N

T=                                    （1
6） 

In order to calculate the position of every source signal, we pursue the 
decomposition of FLO

y1
Ψ  and get noise eigenvectors

1 1 11[ , , ]FLO
N P P MZ u u

Ω Ω+ +=  , then, 

apply EEG inverse problem method with a cost function type(16), each location in 
the grid of the brain model is searched, the corresponding largest point is the 
spatial position of the source signal 1.the same method to signal 2, FLO

y2
Ψ  is 

decompose andThe feature vectors is 
2 2 21[ , , ]FLO

N P P MZ u u
Ω Ω+ +=  . 

COMPUTER SIMULATION 

The head model is three layers concentric sphere model in this paper and shown 
in figure 1, the centre position  of sphere brain is )0,0,0(  and the radius is 0.88, the 
skull radius is 0.92, the radius of the scalp is 1, conductivity respectively are 1, 
1/80, 1, the electrode is shown in figure 2, the standard placed 10-20 model and 81 
electrodes, the source signal of simulation are two FM signals, such as type (18), 
type (19), here 004.0=a ， 72.1=ω ， 015.0−=c ， 250=n .We assume that the 
position of the signal source 1 is )5.6,0.4,0.1( − ,and the position of the signal source 
2 is )0.8,0.5,0.1( − . 

[ ])130()130()130(exp 22
1 −+−+−−= njnjcnas ω                              （1

7） 
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[ ])100()100()100(exp 22
2 −+−+−−= njnjcnas ω                           （1

8） 
The received relative potential data of the source signal in the left side of the 

channel and normalized spectrum are shown in figure (3) when there are not any 
noise, figure (4) is the PWVD of the observation data. 
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Fig.1 Observed signals and its frequency spectrum    

  Fig.2  the PWVD of  the observed signals 
When the noise is the stable distribution of noise, we use the generalized SNR 
（GNSR） instead of the traditional signal-to-noise ratio，the GNSR is defined as 

{ } )/)(log(10 2 αgtyEGNSR = ,the mixed GNSR = 20 dB SSα  stable distribution 
white noise and signal is shown in figure 3.In order to compare the performance of 
the MEG-RAP-MUSIC algorithm and the proposed MEG-FLO-TF-MUSIC 
algorithm, we define the hybrid mean square error (MSE) of  the monophyletic 
positioning as: 

∑∑∑
=

∧

=

∧

=

∧

−+−+−=
K

k

K

k

K

k
ZZ

K
YY

K
XX

K
MSE

1

2
11

1

2
11

1

2
11 )(

2
1)(

2
1)(

2
1                            （1

9） 
Here,  K is Monte Carlo experiment times. 
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Fig.3 Observed signals and its frequency  

   Fig.4 The PWVD of  the observed signals in spectrum in  SSα  stable 
distribution  noise   SSα  stable distribution  noise 

We carried out PWVD computing on the observation signal containing SSα  
noise, as shown in figure 4, the conventional PWVD method complete failure, and 
the improved FLO-PWVD has good performance, the result of FLO-PWVD is 
shown in figure 5 , In order to further compare two algorithms, we change the 
GNSR of  the SSα  stable distribution noise from 14dB to 24dB, the MES of 
MEG-FLO-TF-MUSIC[9] and  the proposed FLOM-EEG-RAP-MUSIC 
algorithms are shown in figure 6, it show that the FLO-MEG-TF-MUSIC 
algorithm on MSE is better than that of FLOM-EEG-RAP-MUSIC algorithms. 
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Fig.5 The FLO-PWVD of  the observed signals under          

  Fig.6  Comparing Source localization under 
SSα  stable distribution  noise  different mean square error (MSE) 

 

DISCUSSION 

The peaks in the electrical impulse noise can be described by α  stable 
distribution, traditional Cohen- class time-frequency distribution fail in 
calculation under the noisy environment, therefore, we put forward a new 
FLO-EEG-TF -MUSIC algorithm. fractional lower order Cohen time-frequency 
distribution is used instead of the traditional Cohen-class time-frequency 
distribution in our method, then we calculate spatial time-frequency where are the 
core region of the source signal time-frequency distribution, and get fractional 
lower order spatial time-frequency matrix, then, the fractional lower order spatial 
time-frequency matrix is used to calculate the source locations.The proposed new 
algorithm not only can improve the positioning resolution, can work under strong 
impulse noise, also is suitable for gaussian noise, it has a certain toughness and the 
method has a certain practical significance in special cases of the brain source 
location. 
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