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Abstract 

In this paper, according to the characteristics of time-table problem. A Novel 
Firefly Algorithm was used to solve time-table problem, the algorithm was 
experimented and the experimental results show that the new algorithm to be 
successful in time-table problem. The experimental result demonstrates that the 
Improve firefly algorithm can get better solutions to time-table problem 
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0. Introduction 

The intelligent algorithm has been paid more and more attention, such as 
neural network, genetic algorithm, ant colony algorithm, particle swarm 
algorithm, which they are used to solve combinatorial optimization and NP [1]. 

Time-table Problem of Universities is a many factor of the global 
optimization problem, it is a NP- complete problem [2]. Since Time-table 
Problem of Universities involved in many information, generally use the 
approximate optimal algorithms, such as genetic algorithm, simulated annealing 
algorithm [3].  

The firefly algorithm is the development of simulating biological 
characteristics of the adults firefly, it is a stochastic optimization algorithm, the 
current literature is two versions: a)It is proposed by India scholar Krishnanand[4], 
the algorithm is called GSO (glowworm swarm optimization); b) It is proposed 
by Cambridge scholar Yang[5], the algorithm is called FA (Firefly algorithm), the 
bionic principle of two kinds of algorithms is the same, but there are some 
differences in the specific implementation, this paper analyzes the bionics 
principle of firefly algorithm, and definite the optimization process of the 
algorithm from the angle of mathematics, through testing Time-table Problem of 
Universities to verify the feasibility and effectiveness of the algorithm. 

1. The basic principle of the firefly algorithm 
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1.1 Mathematical description and analysis of the algorithm 

The firefly algorithm includes two factors: the brightness and the degree of 
attraction. The brightness of the firefly reflects the pros and cons of location and 
determines its direction of movement, attraction degree determines the distance 
of the firefly mobile, constantly update the brightness and the attraction degree, 
so as to realize the goal of optimization. From a mathematical perspective 
describes the Firefly algorithm optimization mechanism, the description as 
follows[6,7]. 

(1) The relative fluorescence intensity of fireflies as: 
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Among them: 0h for the maximum fluorescence intensity of fireflies, that 
is itself (r=0) fluorescence brightness, associated with the value of the objective 
function, the objective function value is better, its brightness is higher; z as the 
light absorption coefficient, because the fluorescence decreases with the 
increasing of distance and media absorption [8], so set the light absorption 

coefficient to reflect this characteristic, it can set to constant; ijr
is the space 

distance of the firefly i and the firefly j. 
(2) The firefly attraction degree is: 
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Among them: 0r as the biggest attraction, namely the light source (r=0) 

attraction degree; z, ijr
meaning as above. 

(3) The firefly i is attracted to move to the firefly j, the location update by 
formula (3) decision. 
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Among them: 
'
ix  is the individual i towards a brighter individual j update 

location, ix , jx  are the firefly i and the firefly j located before the entire 

population renewal; a is the step factor, it is constant between 0 and 1, rand is a 
random factor between 0 and 1,it obeys uniform distribution. 

At present, it has been found that many insects existing Levy flight [9], and 
Levy flight has been used in the field of optimization, and achieve the expected 
effect. In order to enhance the algorithm global search performance, avoid the 
population into a local optimum in the search process, if the individual is no 
better than their individual, choose to Levy flight instead of random flight in the 
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original algorithm. In addition, the non - optimal those individuals in a 
population, the flight formula was improved: when they find more bright than 
their individual, first generates a random number q by the system, if q is less than 
0.5, the formula (4) is updated; otherwise, still use the formula (3) to update the 
individual position. 
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Among them,: jx
still expresses renewal position of individual j before the 

entire population, 
'
ix  expresses the individual i toward the front of j-1 

individuals than their bright individual after the update new position, 
"
ix  

expresses
'
ix  toward than their bright individual j after update location, r  

expresses that individual j appeal to the individual i. As can be seen, formula (4) 
is updated in real time, formula (3) depends only on the entire population before 
moving. This flight update can increase the randomness of flight, It is helpful to 
keep the diversity of population, increasing the population search space. 

In order to accelerate the convergence of the population, the paper proposes 
a method of a  updating, which a  gradually decreases with increasing 
number of iterations. Update formula is as follows: 
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In the formula (5): 0a  is 0.9, t is number of iterations. 

2. Improved firefly algorithm 

The concrete steps of the algorithm are as follows: 
1) Initialization the basic parameter of algorithm. Set the number of fireflies 

is s, the biggest attraction is 0r , light absorption coefficient is z, the random 

parameters is 0a , the maximum number of iterations is t max=1000, the evolving 
algebra t=0. 

2) Randomly initialization firefly position, calculate the objective function 
value of firefly as the respective maximum fluorescence intensity of h0. 

3) By formula 1 and formula 2 to calculate the relative brightness of h and 
attraction r , according to relative brightness of h to decide the movement 
direction of the firefly. 

4) The formula 5 is used to updatea , the individual, if there is more lighter 
than its individual, in accordance with the update is improved, by formula (4) to 
update the individual position; otherwise, the Levy flight is used to update the 
individual location. 
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5) According to the updated firefly position, to recalculate brightness of the 
firefly. 

6) The system generates a random number, if the random number is less 
than the local search probability p, then local search of individuals of the 
population, and regenerate population. 

7) Determine whether meet the conditions of termination of the algorithm. 
Such as the maximum number of iterations t  max is1000 or best solution 
stagnation does not change, turn to step 7, or t  = t +1, turn to step 3. 

8) Output global extreme value point and optimal individual value. 

3. The test results 

The following, Department of Computer Science of Gansu Normal College 
for Nationalities (4grades,72 classes,400 teachers) as an example to test, and 
record test results, the actual inspection generation schedule, no case of conflict. 
In the figure 1, it shows that the average case with iteration times of 
the improved firefly algorithm and the firefly algorithm in the search for the 
optimal value. From the figure, we can see that the steps of the 
improved  firefly algorithm for each iteration requires the operation has 
increased, but the convergence of  the improved firefly algorithm 
is significantly less than the firefly algorithm, but also it improves the 
average search results. Table 1 gives that the data of the improvement 
firefly algorithm, particle swarm algorithm, genetic algorithm solving university 
time table problem of the optimal value, average distance, relative error and 
average running time. Experimental results show that, the improved firefly 
algorithm compared with other two kinds of optimization algorithms in solving 
the problem of university time table, the more stable performance. 
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Figure 1 the compared of search convergence speed 
of firefly algorithm and the   

   improved firefly algorithm to solve university timetable 
problem 

Table 1 the Comparison of the algorithm of the paper, particle swarm 
algorithm and genetic algorithm 
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4 Conclusions 

The firefly algorithm is a new evolutionary algorithm, although the study is 
not long, the lack of solid theoretical foundation, but it has strong robustness and 
parallel computing, etc. This paper proposes an improve firefly algorithm. The 
improve firefly algorithm is applied to solve university timetable problem, the 
performance has been improved obviously. Experiments show that: the 
algorithm is feasible and effective for solving university timetable problem. 
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