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Abstract 

In this paper, we combine two powerful tools to handle the video denoising 

problem: one is an effective video denoising method based on highly sparse signal 

representation in local 3D transform domain, and the other is a low-rank matrix 

completion based video denoising method. Similarly, in our algorithm, a noisy 

video is processed in block-wise manner and for each processed block we form a 

3D data array that we call “group” by stacking together blocks found similar to the 

currently processed one. “Collaborative filtering” exploits the correlation 

between grouped blocks and the corresponding highly sparse representation of the 

true signal in the transform domain. By employ low-rank matrix completion 

method in our framework, our technique is also robust to different types of noise, 

such as Gaussian additive noise and impulsive noise. Experiments demonstrate 

that our techniques produce state-of-the-art results for video denoising 

applications. 
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With today’s advances in sensor design, the image/video is relatively clean for 

high-end digital cameras at low sensitivities, but it remains noisy for low cost 

cameras at high sensitivities, e.g., low light condition, high ISO setting and high 

speed rate. The problem of removing image noise is still of acute and in fact 

growing importance with the prevalence of webcams and mobile phone cameras. 

In general, video data tend to be more noisy than single image due to high speed 

capturing rate of video camera. Video denoising aims at efficiently removing 

noise from all frames of a video by utilizing information in both spatial and 

temporal domains. Such an integrated approach is more optimal than 

independently applying a single-image denoising method on each frame of the 

video, as there exist high temporal redundancies in a video compared to a single 

image.[1] These methods typically utilize both the sparsity and the statistical 

properties of a multiresolution representation as well as the inherent correlations 

between frames in temporal dimension. A recent denoising strategy, the non-local 

spatial estimation [2], has also been adapted to video denoising [3]. In this 

approach, similarity between 2D patches is used to determine the weights in a 

weighted averaging between the central pixels of these patches. For image 

denoising, the similarity is measured for all patches in a 2D local neighborhood 

centered at the currently processed coordinate. For video denoising, a 3D such 

neighborhood is used. The effectiveness of this method depends on the presence 

of many similar true-signal blocks.[4] 

Based on the same assumption as the one used in the non-local estimation, i.e. 

that there exist mutually similar blocks in natural images, in [5] the authors 

proposed an image denoising method. There, for each processed block, we 

perform two special procedures: grouping and collaborative filtering. Grouping 

finds mutually similar 2D blocks and then stacks them together in a 3D array that 

we call group. The benefit of grouping highly similar signal fragments together is 

the increased correlation of the true signal in the formed 3D array. Collaborative 

filtering takes advantage of this increased correlation to effectively suppress the 

noise and produces estimates of each of the grouped blocks. They showed [5] that 

this approach is very effective for image denoising. 
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In this paper, we apply the concepts of grouping and collaborative filtering to 

video denoising. Grouping is performed by a specially developed 

predictive-search block matching technique that significantly reduces the 

computational cost of the search for similar blocks. We employ a two-step 

video-denoising algorithm proposed in [4] where the predictive search 

block-matching is combined with collaborative hard thresholding in the first step 

and with collaborative Wiener filtering in the second step. In order to enhance the 

robustness of the algorithm in processing denoising problems with multiple 

sources of noises, our algorithm is derived with minimal assumptions on the 

statistical properties of image noise. The basic idea is to convert the problem of 

removing noise from the stack of matched patches to a low rank matrix 

completion problem, which can be efficiently solved by minimizing the nuclear 

norm of the matrix with linear constraints.[1] 

Related Work 

There have been an abundant research literature on image denoising methods. 

In this section, we will only discuss the most related denoising techniques. There 

have been abundant research literature on image denoising methods. In this 

section, we will only discuss the most related denoising techniques [4,6,7]. 

Although differing from details, these method are built on the same methodology 

which essentially groups the similar patches together followed by a 

collaboratively filtering. Take the well-known BM3D [5] as a sample. In BM3D, 

similar image blocks is stacked in a 3D array based on the L2 norm distance 

function between different patches. Then a shrinkage in 3D transform domain 

such as wavelet shrinkage or Wiener filter are applied on the 3D block stack. The 

denoised image is then synthesized from denoised patches after inversing 3D 

transform. The result can be further improved by iteratively doing grouping and 

collaboratively filtering.  

Video denoising is different from single image denoising as video sequences 

usually have very high temporal redundancy which should be effectively used for 

better performance (e.g., [8-10]). The basic idea of patch-based image denoising 
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can also be applied on the video by matching similar patches both within the 

image and over multiple images. The concept of BM3D is generalized to video 

denoising in [4] by using a predictive search block-matching over time and 

combined with collaborative Wiener filtering on patch stacks. In [11], a more 

robust patch matching are proposed by using the depth as a constraint in the 

matching process and the patch stack is denoising by both PCA (principle 

component analysis) and Tensor analysis. The idea of sparse coding in a patch 

dictionary has also been applied on video denoising, where the denoised image 

patches are found by seeking for the sparsest solution in a patch dictionary. 

Among these patch-based video denoising techniques, most assume data noise is 

only additive i.i.d. Gaussian noise (e.g., [4, 12, 13]). The image noise mixed with 

both Gaussian noise and Poisson shot noise are considered in [14]. Regarding 

impulsive noise, there have been many research works on removing impulsive 

noise (or salt-and pepper noise) from a single image. 

Our Approach 

Block matching and grouping 

     A straightforward approach is to use a fixed-size 3D search neighborhood for 

the grouping by block-matching. However, capturing blocks of a moving object 

across many frames requires large spatial dimensions of such search 

neighborhood. On the one hand, using large sizes imposes a rather high 

complexity burden, and on the other hand, using small ones results in 

unsatisfactory grouping and poor denoising  results.  

In this part we employ the strategy utilized in [4] to solve our problem. In 

order to efficiently capture blocks that are part of objects which move across 

subsequent frames, we propose to use predictive-search block-matching, an 

inductive procedure that finds similar (matching) blocks by searching in a data 

adaptive spatio-temporal subdomain of the video sequence. For a given reference 

block located at  X=( x1 .x2. t0), when using a temporal window of 2*NFR + 1 

frames, the predictive search block-matching comprises the following steps. 
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Step 1: Starting with frame t0 , an exhaustive-search block matching is 

performed in a non-adaptive NS ∗ NS  neighborhood centered about (x1 .x2.). The 

results are the spatial locations of the NS blocks (within this neighborhood) which 

exhibit highest similarity to the reference one. These locations are collected in the 

set St0 ∈ Z3. 

Step 2: The predictive search in frame t0+k, 0<|k|<Ns, is defined inductively 

based on the matching results from the previously processed frame t0 + k-sign(k), 

i.e. from the preceding frame for k >0 or from the subsequent frame for k<0. This 

search for similar blocks takes place within the union of NFR ∗ NFR 

neighborhoods centered at the spatial coordinates of the previously found 

locations  x ∈  St0+k−sign(k). That is, these locations predict where similar blocks 

are likely to be present in the current frame (i.e. frame t0+k) and thus one can 

afford to have NFR <  Ns . The result for the current frame are the NB locations of 

the blocks that exhibit highest similarity to the reference one; they are collected in 

the set St0+k. 

    After performing the predictive-search block-matching for all of the frames 

t0+k for t0 k=-NFR, … . , NFR, we form a single set Sx ∈ Z3that contains at most N2 

of all  

 

X′ ∈ � St0+k
NFR

K=−NFR

 

 
that have the smallest corresponding block-distances to the reference block, 

which distances should also be smaller than a predefined threshold λ. A group is 

later formed by stacking together blocks located at x ∈   Sx. The exact ordering of 

the blocks within the 3D groups is not important, as shown in [5]. In the worst 

case, no matching blocks are found and then the group will contain only one block 

since its distance to itself is zero and therefore x will always be included in Sx. [4] 

Except for the frame t0 in the procedure presented above, the spatial search 

neighborhoods are data-adaptive as they depend on previously matched locations. 
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This adaptivity can be interpreted as following the motion of objects across 

frames.  

Denoising patch matrix 

By applying the two-stage algorithm described above on each patch of inputed 

image frames, we can effectively remove most noises from all patches[1]. The last 

step is to synthesize the denoised image from these denoised patches. In our 

implementation, the image patches are sampled with overlapping regions. Thus, 

each pixel is covered by several denoised patches. Then, the value of each pixel in 

images is determined by taking the average of denoised patches at this pixel which 

will suppress the possible artifacts in the neighborhood of the boundaries of 

patches.[1] 

Conculusion 

    In this paper, we combine two powerful tools to handle the video denoising 

problem: one is an effective video denoising method based on highly sparse signal 

representation in local 3D transform domain, and the other is a low-rank matrix 

completion based video denoising method. This work is supported in part by 

Zhejiang Provincial projects (2014C33069), and the National Key Technology 

R&D Program projects (2013BAH27F01, 2013BAH27F02,  2012BAH43F06 ). 
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