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Abstract 

This paper presents a phrase combination 
approach to patent SMT (Statistical Ma-
chine Translation) for Japanese to English. 
To minimize the segmentation problems 
caused by the rich OOV (out-of-
vocabulary) words in the patent texts, the 
character based translation phrases are 
first introduced to avoid the segmentation 
errors in translation modeling. Then the 
word based translation phrases, which are 
established to utilize the dependent word 
level information, are combined with cha-
racter translation table by linearly inte-
grating their probability. Our experiments 
on NTCIR corpus indicate that the pro-
posed method significantly out-performed 
the originally word based approach.  

Keywords: statistical machine translation, 
patent, phrase combination, word seg-
mentation  

1. Introduction 

With the booming of patents at home and 
abroad recently, the patent translation 
technology becomes an important issue 
for the circulation of patent information 
in the world. Plenty of patent documents 
are demanded to be automatically trans-
lated between different languages. SMT, 
as the most promising tool in the compu-
tational linguistics research, is naturally 
adopted as the solution to patent transla-

tion. And its Japanese-English translation 
has been consistently researched by 
NTCIR. From NTCIR-3 to NTCIR-6, the 
technology of searching and retrieval of 
large-scale patent data publicly available 
are carried in both English and Japanese. 
Finally, the patent translation is decided 
as an independent task newly added into 
the patent information processing at 
NTCIR-7[1]. 

Traditionally, most researches of SMT 
are based on word level because the word 
is usually considered to be the smallest 
operable language unit. However, word 
segmentation is a difficult task for lan-
guages like Japanese and Chinese, in 
which word boundaries are not ortho-
graphically marked. However, few papers 
with detailed analysis of the effects of the 
word segmentation on SMT have been 
published except [2], which points out 
that recognition errors of OOV words 
clearly decreases the translation perform-
ance. In the patent translation, the impact 
of word segmentation on translation per-
formance is non-trivial because the OOV 
words are prevailing in the texts, which, 
in turn, causes increasing errors in the 
text after word segmentation. 

This paper focus on the STM for patent 
translation, investigating how to resolve 
the OOV words in the patents and con-
queror the negative impacts of word seg-
mentation on quality of patent SMT. In 
this paper we propose an approach to pat-
ent SMT by a phrase combination ap-
proach. We first establish the translation 
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phrases at the character level to decrease 
the negative impacts of word segmenta-
tion. Then we integrate the character and 
word information by linearly combine the 
two translation tables. This approach is 
proved positive by a favorable BLEU and 
NIST [3] score on NTCIR-7 data. 

The rest of paper is arranged as follow-
ing. Section 2 presents a phrase combina-
tion approach to patent SMT. Section 3 
offers the experimental results of Japa-
nese-English translation of patent transla-
tion data in the subtask of NTCIR-7. And 
the conclusion is given in section 4. 

2. A Phrase Combination Approach to 
Patent SMT 

2.1. Phrase Based SMT 

SMT as a research issue was first pro-
posed in early 1990s[4], and met its 
blooming era in the beginning decade of 
21st century. Most current statistical 
translation models treat the aligned sen-
tences in the corpus as sequences of 
words and punctuations[5,6,7]. Then the 
translation probability for translating a 
foreign sentence F into English E is for-
mulated as the following: 
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where Pr (E) is the occurrence probabil-
ity of the target language which allows 
for language model; Pr (F|E) is probabil-
ity of translation from target language to 
source language which allows for transla-
tion model. 

Phrase-based statistical machine trans-
lation systems are usually modeled 
through a log-linear framework[8], which 
is generally described as: 
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where fm (F, E) is the logarithmic value of 
the m-th feature, and hm is the weight of 
the m-th feature. The candidate target 

sentence ̂1
M  is the solution of the equa-

tion. 
 
2.2. Phrase Combination Integrating 

Character and Word Information  

Usually, the phrase table in statistical 
translation model is established on the 
word aligned parallel corpus. Therefore, 
the sentences of language without word 
boundary, such as the Japanese as well as 
Chinese, need to be first segmented into 
the word sequences. For the patent trans-
lation task, we can simply follow this 
classic procedure. However, this ap-
proach suffers from the word segmenta-
tion noises. And the noises will take a 
significant impact on performance of pat-
ent SMT. 

It is natural here to wonder if one can 
minimizing the word segmentation noises 
for phrase-based SMT. It is well known 
that the key to good translation perform-
ance is having a good phrase translation 
table, and phrases in SMT never assumes 
to be either semantically or grammati-
cally sufficient unit. In this sense, both 
the word and the character are qualified 
for translation phrase extraction. 

Hence, we can process Japanese of the 
parallel training data by two approaches, 
word segmentation and character seg-
mentation which means each character is 
assumed as later processing unit. Then 
the phrase-based models can be easily 
processed current SMT toolkit like Moses 
after word alignment via GIZA++. The 
translation model, lexicalized word reor-
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dering model are trained using the tools 
provided in the open source Moses pack-
age. So we could obtain two translation 
models derived from word segmentation 
and character segmentation. 

Although the extracted translation 
phrases based on characters may be lin-
guistically meaningless, they are still 
helpful to SMT owing to the tiling ef-
fect[8]. In another aspect, the character 
based translation table may have some 
additional advantages. First, the Japanese 
segmentation by characters is so simple 
that it is less prone to errors than Japa-
nese word segmentation. Second, each 
character as one unit provides a more re-
liable and flexible granular of information. 
But, of course, the character brings more 
spaces compared to the word for align-
ment, which is an additional burden for 
this pre-phase of translation table extrac-
tion. 

To make best use of the words and 
characters information, a translation strat-
egy based on combined translation phrase 
table for SMT is formulated as: 1) proc-
ess the Japanese data by word segmenta-
tion and build the word-based translation 
phrase table W; 2) process the Japanese 
data by character segmentation and obtain 
the character-based translation phrase ta-
ble C. 3) combine the two phrase tables 
W and C by Equation as follows: 
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where N is the number of phrase tables, 
and N=2 in our experiments. phi repre-

sents feature in i-th phrase table.  repre-
sents weight of i-th phrase table. PH 
represents feature in combined phrase ta-
ble. The following features are linear in-
tegrated: phrase translation probability 
p(e|f), phrase inverse probability p(f|e), 
lexical probability lex(e|f, a) and lexical 
inverse probability lex(f|e, a). We use lin-
ear search method to find the best weight 

for the two phrases. The step is set to 0.1. 
The method will take a long time to train 
in MER (minimum error rate) to find the 
best weight for the two.Do not add any 
headings or footers to your document.  

There are two extreme approximations 
to the combination of the translation ta-
bles. One is to augment the character 
based phrase table C with those form 
word based phrase W. And the other is to 
add character based phrases into word 
based translation table. Although these 
two approaches are fast to implement, 
they suffer from the defects of inconsis-
tency in probability space. 

3. Experiment 

3.1. Data Setting 

NTCIR-7 provides sentence-aligned Jap-
anese-English parallel patent data PSD-1 
which can be used for training and devel-
opment of MT systems based on parallel 
corpora. PSD-1 contains four Japanese-
English bilingual parallel corpus (Table 
1). 

Table 1: Statistics of Used Corpora 

Data 
name 

# of 
Sents

average length 

Training 
corpus 

428, 
287 

18.0 (En) 
31.0(Jp by char) 
21.6(Jp by word) 

Language
Model 
corpus 

1,798
,571 

32.1(En) 

Dev 
corpus 

915 
32.5 (En) 
65.3(Jp by char) 
42.9(Jp by word) 

Devtest 
corpus 

927 
31. 8(En) 
64.0(Jp by char) 
42.9(Jp by word) 

Test 
corpus 

899 
31.7 (En) 
64.0(Jp by char ) 
42.9(Jp by word) 
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The training corpus and corpus of lan-
guage model come from the same corpus 
which has 1,798,571 sentences. But the 
training corpus is selected by filtering out 
long sentences with a pre-defined limit by 
40. 

The Moses toolkit is selected to build 
the phrase-based SMT system and the 
tool Giza++ is applied to align English 
words to both Japanese words of word 
segmentation and character segmentation. 
The SRILM toolkit is used to build lan-
guage model[9]. The BLEU4 and NIST5 
are adopted to measure the translation 
quality. A word segmentation tool devel-
oped by our lab is used to Japanese word 
segmentation[10]. 
 
3.2. All papers must be sent in Word 

and PDF format. 

We compared various phrase combina-
tions, and re-weighted them in the MER 
training, then decode the two test corpus 
in PSD-1 through Moses decoder. The 
BLEU score of them are listed in Table 2. 

Table 2: Comparison 
of Various Combinations 

 DEVTEST TEST 

 
BLE
U% 

NIST 
BLE
U%

NIST

Char 22.9 6.704 23.9 6.854
Word 24.3 6.946 24.9 7.045
Word 
-into-
Char 

23.1 6.925 24.6 7.115

Char 
-into-
Word 

23.8 7.021 25.2 7.207

w9c1 24.0 7.013 25.1 7.180
w8c2 24.0 7.007 25.1 7.163
w7c3 23.8 7.005 24.9 7.190
w6c4 24.2 7.024 25.2 7.180
w5c5 24.1 7.001 25.0 7.161
w4c6 24.3 7.032 25.4 7.197
w3c7 24.4 7.041 25.2 7.202
w2c8 23.9 6.974 25.1 7.146
w1c9 24.3 6.911 25.0 7.050

In the table, the “Char” and “Word” re-
spectively represent character based 
phrase and word based phrase. “Word-
into-Char” and “Char-into-Word” respec-
tively represent the former mentioned ex-
treme approximation of phrase combina-
tions. And such string of “w9c1” repre-
sents a combination with word and char-
acter based phrases weight by 9:1. 

As is illustrated in Table 2, we com-
pared word segmentation and character 
segmentation approaches of Japanese 
segmentation. Obviously, word segmen-
tation has a little better on SMT perform-
ance than character segmentation. This is 
because the word is indeed able to reduce 
the complexity of the word alignment. So 
it can get a better result of word align-
ment than result of character alignment. 
But the score shows that the two have not 
significant discrepancies on BLEU scores. 
This is indicates that character informa-
tion alone is a good source for translation 
modeling, and noises by segmenting 
OOV word do hurt translation quality. 

In the respect of weight, the best 
weight of character is 0.6-0.7, and the 
best weight of word is 0.3-0.4. So, it pre-
sents that character based phrase can de-
scribe the patent text better and include 
much more information of OOV words 
than word based phrase. 

It also can be inferred from Table 2 
that we can get a much better translation 
performance by combined phrase table 
via Char-into-Word. The BLEU score 
reaches to 25.2%, and NIST score reach-
es to 7.207. But the SMT performance of 
Word-into-Character table is somewhat 
inferior. There are several possible rea-
sons for such results. At the first, the 
phrase table derived word segmentation 
and the phrase table derived from charac-
ter segmentation can affect each other. 
The former can provide a lower complex-
ion and higher precision in word align-
ment. But the latter can provide a high 
recognition rate in OOV word. That can 
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reduce the noise in the word alignment. 
What is more, because the phrase come 
from the phrase table based on words 
takes a more important role, the phrase 
come from the phrase table derived from 
character segmentation makes a subsidi-
ary function. So, Word-into-Character is 
better than Word-into-Character on per-
formance of SMT. 

At the same time, we used the phrase 
combinations with linear integration. The 
results are hardly significant difference. 
But, the intuitive phrase combination is 
earlier. 

4. Conclusion 

This paper focuses on patent phrase-
based SMT of from Japanese to English. 
Through a brief analysis, we discover that 
the word segmentation cannot take much 
higher improvement on patent SMT per-
formance than the character segmentation. 
The reason of this case is that word seg-
mentation produce too many noises in 
segmenting the patent Japanese corpus 
with rich OOVs. And we also discover 
that the combined phrase table is formu-
lated to enhance the performance of 
phrase-base SMT.  

The results of the experiments indicate 
that the phrase combination Char-into-
Word can provides a better precise, a eas-
ier approach than the others, while the 
character based phrase can decrease the 
noises which are produced by word seg-
mentation. 
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