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Abstract.

In this paper, we consider a perturbed model in which {X,,i=12,--} are
extended negatively dependent random variables with consistently varying tails,
{Y,, k =12,--}are idependent, identically distributed random variables. We

give precise large deviation of the surplus process .
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1. Introduction

We consider a model in which {X;,i=12,--} form a sequence of

nonnegative extended negative dependent (END) random variables with

common distribution F ; N(t) denotes the appearance number of
{X,,i=12,--}in [0,t], and {N(t),t >0} is a general counting process.
We assume E(N(t))=A(t)<oo for all t>0, and as t— o0,

A(t) > oo . The aggregate amount up to t can be given by

N(t)

S(t)=ZXi, t>0.

{Y,,k=12,--} constitute another sequence of independent, identically
distributed (i.i.d) nonnegative random variables. Suppose that their inter-arrival

time {6,,1 =12,---} forms a sequence of identically distributed LND random
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k
variables. Let T, :Zﬁi denote the arrival time of Y,. Then we get a
i=1

quasi-renewal  process M (t) =sup{n >1:T, <t} , t>0. Let
E(@)=1/A,.Then M(t)/At—>1, ae.

Let U >0 denote the initial reserve. {oW (t),t >0} denotes a perturb
process, where o is referred to as a diffusion coefficient, and {W (t),t > O}

is a standard Wiener process. Let d and —d denote the upper and low
bounds of {W (t),t > O}, respectively. The reserve process is presented by

M (t) N(t)

R =u+ DY, =D X, +0oW(t) 145 W (D)), t>0.

k=1 i=1
The surplus process can be denoted by

N (0 M ()

Z(t)zzxi_ZYk_GVV(t)I[—d,d](W(t))’ t>0.
i=1 k=1
@
we assume {X,,i=12,--}, {Y,,k=12,--}, {N(t),t>0} and
{M (t),t > 0} are mutually independent. [1] showed precise large deviation of

non-random sum, while [2] presented precise large deviation of {S(t),t > 0}.
In the present paper, we obtain precise large deviation of the surplus process
{Z(t),t >0} in the above model.

2. Preliminaries

The definition of END structure was introduced by [1].
Definition 1. We call random variables {X,,i =12,---} END if there is

M > 0 such that both

P{X, <X, X, €%+, X, £ X, 3 MPLX, < X IP{X, < x,3---P{X, £x,}
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and

P{X, > X, X, > Xy, X, > X, < MP{X, > x }P{X, > X, }---P{X, > x,}
hold for each n=12,---, and all X;,---X,. For M =1, if (2) holds, we
call {X,,i=12,---} LND.

In the following, we introduce some related heavy-tailed distribution class,

which can be found in [3] and [4]. For convenience, denote
F(x)=1-F(x) = P(X > x).
A distribution F on [0, o) is said to belong to the long-tailed class and
write F elL, if
E(X -y)~ E(X) forany Yy € (—o0,00).
In addition, we say that F is said to belong to the dominated variation class

and writtenas F € D, if

F(xy) = OQ)F(x),forall 0<y<1.
Denote the upper Matuszewska index of F by J:. If FeD, then
0<Jf <oo.
The consistent variation class C is smaller than the class D . Wecall F € C,
if

minfM:l.

limli
Wi xdewo F(X)

It is well known that C belongsto D L.
In this paper, N(t) satisfies the following assumption.
Assumption 1: Forsome p > J/,

EN()PI(N() > @+ 0)A(t)) = O@)A(t)
holds for all & > 0.
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According to Theorem 3.1 of [2], we can get the following lemma.
Lemma 1. Let {X,,i=12,---} be END. In addition to Assumption 1,
suppose that F € C, E(X,)= g > 0. Then, for any fixed y >0, it holds
uniformly for all X > yA(t) that
P(S(t) = A (t) > X) ~ A(t)F(x), t — oo,
By the definition of the consistent variation class C, we easily get the

following lemma.

Lemma2.If F eC, then

Iimm =1
X—>0 F (X)
The following lemma is due to [5]

Lemma 3. For a distribution F on [0, ), if F e D, then for any

p > J:, there exists some positive number C,; and X, such that
F(xy)
F(X)

The following is from [2].

<C,y", forall X=Xy >X,.

Lemma 4. For a qusi-renewal process {M (t),t >0} , the generic
inter-renewal distance @ has distribution G and expectation 1/ A, <oo. If
G(0) =1, then
. t
Ilm—ﬂi( ) =

tow t

A, ae.

holds.

3. Main result
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Theorem. Let {X;,i=12,---} be END. In addition to Assumption 1,
suppose that F € C, E(X,) = x> 0. Then for any fixed y >0, it holds
uniformly forall X > yA(t) > At satisfying y > E(Y,) that

P(Z(t) - uA(t) > X) ~ AQ)F(X), t— oo 3)

M (1)
Proof.  For convenience, write A(t) = ZYi +oW ()14 4y (0W (1)) .

i=1

M (t)

Since E(ZYKJ =E(Y))4(t) and EW (1)1} 4 4,(6W (1)) =0,

k=1

We get E(A(t)) = E(Y;)A4,(t) . According to Chen et al. (2011), we have

M (t) M (t)
L DY, =LZYk MO
EV)ALE S MO iE - At

In addition, it is clear that

W ()l t
tim W O .0 (W (D)) 0 ‘e
t—o t
It follows from the two equalities above that
At) ~ E()A () iy

E(Y)At
Hence, there is a positive function &(t) such that as t —> o, g(t) >0

and

P(A®) - E()A 0] > ®E(Y,)At) = o).
Next we discuss the large deviation of the surplus process.
P(Z(t)—EZ(t) > X)

= P(S(t) - A(t) - ES(t) + E(Y,) 4, (t) > X)

= J\.ny(Vl))q(l)\SS(t)E(Vl)M P(S(t) - ES(t) > x—E(Y,)- 4, (1) + Y)P(A(t) € dy)
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+ jny(Yl) st GO —ES®>Xx—E(Y;)-4,(1) + Y)P(A(t) < dy)

" J‘V’E(Yl)ﬂi(t)>5(t)E(Y1)ﬂlt P(S(t) - ES(t) > x—E(Y,) - 4, (t) + y)P(A(t) e dy)

= |1(t)+ Iz(t)"‘ Is(t)-

(4)
First of all, we deal with I (t). For X > yA(t) > At, we have
t.1
X A
When ly—E(Y,)- 4 (0] < sOEY,) At

X—E)A,t)+y=x+0oQ)t=x+0(1)X.
By Lemma 1 and Lemma 2, it holds uniformly all X > yA(t) ,

1,(t)

= j‘y_E(YMt)‘g(t)E(Wt P(S(t) —ES(t) > x = E(Y,) - 4,(1) + Y)P(A(t) € dy)

~ j ety MNOF = E()- 4,0 + Y)P(A() € dy)

F(x+0o(1)x)

= P(A(t) ed
Y-E(Y) A4 (t)|<e()E(Y,) At F(X) ( ()E y)

= AOF ()]

~ A(t)F(x).
(5)

Next we discuss |, (t). By Lemma 3, there is some positive number

D, such thatit holds uniformly forall X > yA(t) satisfying » > E(Y,),
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O] o oo PEO ~ESQ) > X~ EM)A 0+ Y)P(AD < dy)

<

< oo PEO = ES® > x=E()- L O)P(AD) € d)

F(x-EY, A (1)

) A(t)F(X)J-y—EWM(t)«s(t)E(Ylw F(x) PIAD) < dy)
< D,A(N)F (X)P(A() - E(Y,)- 4 (t) < —(®E(Y,) A4t)
= o) A(t)F(X).
(6)

Now we verify the fourth step. As t is large enough and X > yA(t),

X—E(Y,)A(t) = x[l—wj > x(l—w)

)

limsup E( ) <,
X—>o0 X

Since C < D,

Hence, as t is enough large, there is some positive number D, such
that
F(x—E(V)A() _
F(x)

D,.

Finally, we deal with 1,(t). For any fixed » > 0, it holds uniformly for

all x> yA(t) that

2060



I3(0) = L_E<M@>>g(t)E(W P(S(t) - ES(t) > x —E(Y,) - 4,(1) + Y)P(A(t) € dy)

: Y-E () A (0)>&(t)E(Y) At P(S(t) - ES(t) > x)P(A(t) € dy)
~ AOF (OP(AD) ~ E(Y)A (1) > sE(Y,)4t)
= 0(DAR)F(x).

()
According to (4)-(7), we obtain (3). This ends the proof of the theorem.
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