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Abstract  

This paper proposes a new part-of-speech 
tagging algorithm based on the fusion 
model which combines Maximum En-
tropy model and Error Correction model. 
According to the analysis of the two mod-
els, the fusion tagging model is utilized 
with the profits of conditional probability 
model and rule based model. The selec-
tion of features and rule templates in the 
fusion model is discussed. Experimental 
results show that the new model achieves 
impressive accuracy in terms of the F-
score: 93.73%.  

Keywords: Maximum entropy, Part-of-
speech tagging, Error correction, Fusion 
model 

1. Introduction 

In the field of computational linguistics, 
the final goal is to make computers proc-
ess and structurize human language, even 
understand it. Therefore, a series of proc-
essing procedures are worked up from the 
bottom to the top, including tokenization, 
segmentation, Part-Of-Speech (POS), 
name entity recognition, text chunking, 
full parsing, semantic parsing, etc. Based 
on good behavior of these procedures, 
intelligent computer systems can be built, 
such as information retrieval, question 
and answering, information extraction 
and machine translation. 

Most previous works applied different 
kinds of machine learning algorithms to 
POS tagging. Two factors that determine 
the tag of a word are its lexical probabil-
ity and its contextual probability. Some 
approaches have been adopted, which can 
mainly fall into rule-based approaches, 
such as Transformation-Based method [1], 
and statistical approaches, such as Deci-
sion Tree [2], Hidden Markov model 
(HMM) [3], Maximum Entropy Model [4] 
and Support Vector Machines (SVM) [5].  

A recent trend in the POS tagging task 
is to train several classifiers on the task 
and to combine their results to produce a 
final result for improving the tagging per-
formance [6]. In the present work, Maxi-
mum Entropy (ME) model is firstly ap-
plied to the task. ME tagging model has 
been confirmed to get fairly high per-
formance in the past works. But it is dif-
ficult to correct the errors in ME tagging 
model. For further improving the accu-
racy of tagging, Error Correction algo-
rithm is then utilized to correct part of 
errors which are brought from ME tag-
ging model. This paper focuses on POS 
tagging with the spec and corpus of Chi-
nese People’s Daily Newspaper.  

Section II describes in detail the ME 
POS tagging model. Section III introduce 
the Error Correction model and presents 
the fusion system combining two models 
Section IV presents experimental results 
of our system. Finally, we draw some 
conclusions.  

Proceedings of the 11th Joint Conference on Information Sciences (2008) 
                                          Published by Atlantis Press 
                                                    © the authors 
                                                                1



2. Maximum entropy model 

The ME model is an effective machine 
learning model which is proposed to 
solve the classification problem [7]. One 
of the main advantages of using the ME 
model is the ability to incorporate various 
features into the conditional probability 
framework. 

Given the histories H, the goal of the 
ME model is to find the optimal tag se-
quence T = t1, t2, … , tk.. 

Let jf  denote the features of the ME 

model. jf  is defined as follows: 
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where t* is a certain tag, and h* is a cer-
tain instance of context.  
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By maximizing the conditional entropy 
subject to the constraints, we can estimate 

( )P t h  based on the maximum entropy 
theory. The model’s distribution ( )P t h  
can be inferred by means of Lagrange 
transformation: 
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where ( )hZ  is the normalization constant. 

iλ  is the multiplier parameter with re-
spect to each feature function. 

Given a set of features and training 
data, the improved iterative scaling algo-
rithm can be used to find the optimal pa-
rameters iλ . 

3. Part-of-speech tagging based on the 
fusion system 

3.1. Error correction model 

The formalism of Transformation based 
learning (TBL) is first introduced by Eric 
Brill in 1992. The transformational rules 
which correct the error tags to the right 
ones are stored and used in turn for the 
purpose of template correction learning. 

In Brill’s TBL model, the base model 
is a heuristic probability which has low 
accuracy. For improving the performance 
of the TBL model, the ME model is used 
to replace the heuristic model.  

The ME model is a supervised learning 
model which needs the training corpus.  
But it is the same as the training corpus 
used in TBL. The close test procedure 
results in few error tags exist. Therefor, 
the N-fold partitioning method is pro-
posed to solve the problem. The one fold 
training corpus is tagged by the ME 
model which is trained by other N-1 fold 
training corpora. Through the cross-
validation, all the training corpora used in 
TBL are rebuilt. 
3.2. System  description 

POS tagging can be seen as the sequence 
analysis and labeling task. This type of 
task is often described as models which 
are from input sequences to sequences of 
labels. Given a word sequence W = w1, 
w2, … , wk, where k is the number of 
words in the sentence, the result of POS 
tagging is assumed to be a sequence, in 
which the words are tagged with POS 
tags as follows: 
... [wi wi+1 ... wi+m] [wi+m+1 ... wi+m+h] ... 
... [Pi Pi+1 ... Pi+m] [Pi+m+1 ... Pi+m+h] ... 
where Pj corresponds to the POS tag 
which is used to indicate the type of part-
of-speech. 

With the formalization of the tagging 
task and two learning models described 
above, the tagging system is built as fol-
lows. The ME model produces the initial 
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tag for each position. Ten times cross-
validation is firstly applied to train the 
ME model. Then each part of corpus is 
tagged using the ME model which is 
trained by other nine parts of training 
corpora. The tagged corpora are used in 
the Error Correction model. In the test 
phase, the predictions of the tagging sys-
tem on new text are determined by begin-
ning with the ME model and then apply-
ing each correction rule of Error Correc-
tion model in turn.  

The ME model highly depends on fea-
ture templates. The histories of the cur-
rent position are sources for feature col-
lection. We utilized the lexical informa-
tion of the current word, the left and right 
context consisting of two words as atomic 
features. In addition, the affix information 
of the current word and the POS tag of 
the previous word are atomic features. 
Tab. 1 shows the features templates. 

 
Table 1: Feature template based on the 

lexical information 
Feature type Features 

Atomic fea-
tures 

Wi, Wi-1, Wi-2, Wi+1, Wi+2, 
Pi, Pi-1, Pi-2, Pi+1, Pi+2, Si-

1, PFi, AFi 

Combined 
features 

Wi-1Wi, WiWi+1, Wi-1Wi+1, 
Pi-1Pi, Pi-2Pi-1, PiPi+1, Pi-

1Pi+1, Pi-1PiPi+1, Pi-2Pi-

1Pi, PiPi+1Pi+2, WiPi+1, 
WiPi+2, PiWi-1, Wi-2Pi-1Pi, 
PiWi+1Pi+1, Pi-1WiPi, Si-

1PiPi+1, Si-1Pi, Si-1Pi-1Pi, 
PiWi+1, 

 
The heuristic that low frequency fea-

tures are not reliable is used to cut off the 
features that occurred less than three 
times. Through feature selection, more 
reliable features could be used. 

The rule templates which are formed 
from conjunctions of atomic features (ex-
cept the affix information) in Table 1 
match to particular combinations of fea-

tures in the histories of the current word 
Wi. Tab. 2 shows the patterns of rule tem-
plates. 120 types of rule templates are 
built using the patterns. 

 
Table 2: The patterns of rule template 

Word 
patterns

Wi, Wi-1, Wi-2, Wi+1, Wi+2, Wi-

1Wi, WiWi+1, Wi-2Wi-1, Wi+1Wi+2  

Tag pat-
terns 

Ti, Ti-1, Ti-2, Ti+1, Ti+2, Ti-1Ti, 

TiTi+1, Ti-2Ti-1, Ti+1Ti+2, Ci-1,Ci-2  

 

4. Evaluations 

At first, the corpus and measurement are 
introduced briefly. Then we present the 
performance of POS tagging. 
4.1. Corpus and measurement 

The corpus which is used in our system 
comes from the Chinese People’s Daily 
Newspaper in 1998. It was manually an-
notated by Institute of Computational 
Linguistic of Peking University. The an-
notation tasks include word segmentation, 
POS tagging and Named Entity informa-
tion. The training corpus is the corpus of 
98.01 including about 124 thousand sen-
tences and 1121 thousand words. The test 
corpus is the corpus of 9806 including 
about 137 thousand sentences and 1244 
thousand words.  

The performance is measured with 
three rates: precision (P), recall (R) and 
F-score (F), which are equal in POS tag-
ging task. 
4.2. Experimental results 

In this experiment, we compare the per-
formances of different POS tagging mod-
els. Tagging results are listed in Tab. 3. 
The POS tag that has maximum occur-
rence probability for each word is used to 
tag its corresponding word token. By this 
method, we have got the baseline result 
that is listed in the first row of Tab. 3. 
The results based on the ME model are 
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listed in the second row of Tab. 3. Based 
on the fusion model, the result is listed in 
the third row of Tab. 3. All the results are 
obtained in open tests. 
 

Table 3: POS tagging performance 
achieved by applying different systems 

Model F (%) 
Baseline 64.57 

ME Model 92.41 
The Fusion Model 93.73 

 
The accuracy of the fusion model is 

better than that of the ME model. The 
overall improvement is 1.32% in F-score. 
The fusion POS tagging model utilizes 
sufficient context information that can 
describe actual language phenomenon 
effectively. The correction rules make the 
relation of context words and tags much 
tight. For the fusion model can be seen as 
the combination of ME model and Error 
Correction model, the fusion model per-
forms better than the ME model in com-
bined characteristics of different models. 
Experimental results show that fusion 
POS tagging model is more efficient to 
resolve the POS tagging problem. 

5. Conclusions 

We propose a new algorithm of POS tag-
ging based on the fusion model combin-
ing the ME model and the Error Correc-
tion model. The fusion model combines 
the conditional probability model and rule 
based model harmoniously. In open tests, 
the new tagging model obtained the F-
score of 93.93% which is better than the 
ME model for POS tagging. The im-
provement is 1.32%. 
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