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Abstract  

Growing convergence among mobile 
computing devices and embedded tech-
nology promotes the development and the 
deployment of “context-aware” applica-
tions, where location is the most essential 
context. In this paper we present an im-
proved probabilistic method based on RF-
ID (Radio Frequency Identification) for 
locating objects inside buildings. The ma-
jor advantage of this algorithm is to im-
prove the probabilistic method based on 
Bayesian theory by introducing reference 
tags to amend the initial location estima-
tion. Based on the experiment, we prove 
that we can get a higher accuracy in in-
door location estimation with this method. 

Keywords: indoor location, RFID, prob-
abilistic method, reference tag. 

1. Introduction 

In general, there are two methods to get 
the location estimation, distance related 
method and distance unrelated method. 
The former should calculate the distance 
from the access points (AP) to the mobile 
terminal (MT), and then estimate the po-
sition by Trilateration or Triangulation 
algorithm. TOA(Time of Arrival), 
AOA(Arrival of Angle), TDOA(Time 
Difference of Arrival) and RSSI-based 

techniques are the four principal tech-
niques to get the distance estimation. The 
latter, the distance unrelated method, 
however, doesn’t need distance informa-
tion and it mainly includes proximity 
based algorithm and distance in hops 
based algorithm. A prime example of this 
method is the centroid algorithm. 

The TOA-based technique employs the 
signal transmission time from the APs to 
the MT to get the distance estimation [1]. 
But it must be implemented by synchro-
nizing the wireless network which is 
formed through installing the GPS or 
atomic clock on APs. The AOA-based 
technique is based on the capability of 
network nodes to sense the direction from 
which a signal is received [2]. Luckily, it 
can be used in the phonetic channel and 
doesn’t need accurate system timer. But 
AOA sensing requires either an antenna 
array or several ultrasound receivers so 
that it is easy to appear location blind 
spot and has much cost. The TDOA-
based technique measures the delay time 
of the signal arrival, that the AP clocks 
must be accurately synchronized to calcu-
late the time differences of received 
packets [3], that we often needs to rebuild 
the APs for timer accuracy, which may 
lead to many problems in the complex 
real situation. The RSSI-based technique 
estimates the distance by the RF propaga-
tion loss model which is a simple mathe-
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matical expression representing the rela-
tionship between the RSSI and the dis-
tance between the sender and the receiver. 
However, RSSI is influenced by so many 
parameters and establishing an appropri-
ate RF propagation loss model for off-
the-shelf APs is not possible. The cen-
troid algorithm is based on the network 
connectivity completely and it locates the 
object by regarding the geometrical cen-
ter of surrounding reference points as the 
centroid which is the predicted position [4]. 
The centroid algorithm has easy imple-
mentation and fewer calculate amounts, 
but it needs more reference points so that 
its cost is high relatively in the indoor en-
vironment.  

Due to the complexity of the indoor 
environment, such as the noisy, multipath 
effect and NLOS (Non-Line-of-Sight) 
properties, AOA, TOA and TDOA tech-
niques cannot get a desirable accuracy in 
indoor context. Besides, AOA needs an-
tenna array which has too high cost to fit 
for the indoor location, TOA and TDOA 
both require synchronization setting, it is 
infeasible for the inexpensive indoor 
hardware to provide fine-grain time syn-
chronization. Also, the centroid algorithm 
needs a high cost to get a desirable accu-
racy as it needs a large number of refer-
ences nodes. Compared with the above 
methods, the RSSI-based technique is 
based only on the RSSI [5], which need 
not to add additional sensor/actuator in-
frastructure, so we work on the RSSI-
based location technique, we know that to 
estimate the distance by the RF propaga-
tion loss model is not reliable in the com-
plex indoor context, so here we confine 
the RSSI-based location techniques to the 
machine learning methods.  

In general, RSSI-based location tech-
niques can be divided into the determinis-
tic and the probabilistic techniques. Al-
though both of them require a long and 
human labor-intensive training phase, the 
deterministic technique provides less pre-

cision than the probabilistic technique. 
For the deterministic technique [6], the 
area is subdivided into some small cells 
and data are obtained in these cells from 
APs, and in the positioning phase the col-
lected objective data is then matched 
against the signal strength vectors 
mapped onto position in the sample tables 
and at last the closest match is returned. 
For the probabilistic positioning tech-
niques [8-11], a probability distribution of 
the user’s position is defined over the 
area of the movement. The goal of the 
positioning is to get a most probable posi-
tion of the tracked user. A prime example 
of this method is the Bayesian learning 
method. T. Roos builds a Bayesian model 
with a preset number of discrete cells and 
gets the most probable position estima-
tion by calculating a posteriori distribu-
tion over the location area [9]. Bayesian 
learning method is one of the machine 
learning methods used in the RSSI-based 
location estimation. An alternative ma-
chine learning method is the K-nearest 
neighbor (KNN) [12-14] which is a case-
based method and can also be used to 
solve RSSI-based location estimation 
problem. 

In this paper, we present an improved 
RSSI-based machine learning location 
algorithm. Here we adopt the RFID tech-
nology to obtain the RSSI [7]. In our algo-
rithm we build a Bayesian model to get 
the primary location estimation, and then 
we introduce reference tags which are 
RFID passive tags and the KNN algo-
rithm to amend the above estimation. 
Thus we can get higher location accuracy.  

In the subsequent sections, this paper 
will make an introduction to Bayesian 
Learning location technique and KNN 
location technique in section 2; in section 
3 we will describe our improved algo-
rithm in detail; in section 4 the experi-
ment results and analysis will be pre-
sented; lastly, we will give a conclusion 
clearly. 
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2. Location Method Based On RSSI  

2.1.  Bayesian Learning Method 

Bayesian learning method [8-11] employs 
the Bayesian theorem to estimate the un-
known position, given the signal meas-
urements x in position i, then the position 
i is calculated by the posteriori as

 ( | ) ( )
arg max ( | ) arg max

( )i i

P x i P i
i P i x

P x
 

          

(1) 

 where )|( ixp  is the probability of re-

ceiving a sample x from position i and 
)( ip  is the probability of a MT being at 

this position i which initially can be con-
sidered as uniform in the location area,  

)|( ixp can be calculated from the cali-

bration information table (CIT) that is 
built ahead of time. Therefore, the loca-
tion estimation problem becomes a stan-
dard maximization problem. 

The main drawback of the above me-
thod is the large number of calibration 
samples necessary to construct the distri-
bution )|( ixp [8]. One possible ap-

proach to reduce the number of calibra-
tion samples is clustering [10].  

2.2. K-Nearest Neighbor Method 

KNN method is based on estimating the 
position i depending on the average (in 
physical space) of the coordinates of the k 
closest reference points to the received 
RSSI vector x. The generalized vector 
distance ( , )id x y  can be described as 

1

1

1 1
( , ) ( | | )

d
i i p p

k k
k k

d x y x y
d w

                        (2) 

where p=2 denotes the Euclidean distance 
and p=1 the Manhattan one. The weight 

kw  can be used to bias the distance by a 

factor that indicates how reliable the cali-
bration sample 

iy  is, but the improve-

ment [13] is not very important. 
The main problem of the KNN algo-

rithm is the size of the CIT, which also 
makes the system slower due to the 
search times. One possible solution is to 
average the calibration points from every 
given position, thus reducing the CIT size. 

In the weighted k-nearest neighbors 
(WKNN) [14] method, the average of the 
k-nearest coordinates is weighted by the 
distance in the RSSI space, that is 
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       (3) 

where 
jl

 
is the physical coordinates of 

position j (with calibration vectors y) and 
d

0
 is a small real constant to avoid divi-

sion by zero. Traditional KNN is a spe-
cial case of WKNN without using dis-
tance-dependent weights. Results show 
that WKNN achieves lower estimation 
error, the size of the CIT and the compu-
tation time being their main drawbacks. 

3. Improved Algorithm 

3.1. Notation Introduction 

We denote random variables and their 
values by the same lowercase letters. In 
particular, l denotes location, and o de-
notes an observation variable or vector. 
We assume that the observation variable 
is a vector of received signal strength 
values for a set of RFID reader. The train-
ing data D consists of n samples, denoted 
by (

il io ), i {1...n} , where n is the num-

ber of training samples. With a slight 
abuse of notation, we use the general no-
tation p(.) to denote all probability distri-
butions. Conditional probabilities are de-
noted by (. | .)p  . For any given location l 

we can obtain a distribution ( | )p o l . By 

application of the Bayesian rule, we can 
then obtain the so-called posterior distri-
bution of the location: 
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 ( | ) ( )
( | ) ( | )

( )

p o l p l
p l o p l o

p o
           (4)              

where ( )p l  is the prior probability of 

being at location l before knowing the 
value of the observation variable. It gives 
a principled way to incorporate back-
ground information. Because the de-
nominator ( )p o  does not depend on the 

location variable l, it can be treated as a 
normalizing constant whenever only rela-
tive probabilities or probability ratios are 
required.

 
3.2. MLR Algorithm Description 

We represent an improved algorithm—
machine learning reference (MLR) which 
takes advantage of the Bayesian and 
WKNN idea and improves the overall lo-
cation accuracy by introducing the refer-
ence tag concept. The final position esti-
mation is obtained by followings: 
(i) Input the objective vector to the 

Bayesian model, then the output 
which is two-dimensional coordi-
nate is the rough position estimation 
of the target.  

(ii) Find the nearest reference tags in 
accordance with the WKNN algo-
rithm and compute the amending 
position. 

(iii) Regard the average of above two 
positions as the final position of the 
target. 

In the first phase, we take the follow-
ing steps to derive the primary position:  

(1) Build a Bayesian model of which 
the input is an observation vector of 
which the dimension is the reader number 
and the vector elements is the RSSI for 
each reader and the output is coordinate 
based on the calibration data.  

(2) Input the objective vector and get 
the final result.  

The critical issues are collecting of the 
calibration data and the training proce-
dure. In accordance with the Bayesian 

rule, we only need to compute the prod-
uct of ( )p l  and ( | )p o l  . ( )p l  can be 

considered as the occurrence frequency of 
samples which is obtained in l  of all 
training samples. We adopt a probabilistic 
method—Kernel Method to com-
pute ( | )p o l : 

 
1

1
( | ) ( ; )

i

i
l l

p o l K o o
n 

   

                          

(5) 

where
1n  is the number of training vectors 

in l and ( ; )iK o o denotes the kernel 

function.               
2

2

( )1
( ; ) exp

22
i

Gauss i

o o
K o o


 

  
 

           (6) 

where   is an adjustable parameter that 
determines the width of the kernel. The 
result is the calibration point which has 
the largest posterior probability and of 
which the position coordinate is 

1 1( , )x y . 

In the second phase, we define the sig-
nal strength vector of a tracking tag 
as

1 2,... nS={S ,S S }  where 
iS denotes the 

signal strength received on reader i, 
where (1... )i n , and for reference tags, 

the corresponding signal strength vector 
as 1, 2( ...... )n     . And the Euclidean 

distance between two kind tags is defined 
as: 

2

1
( )

n

j i ii
E S


    

                        (7) 

When there are m reference tags, a track-
ing tag has the 
vector

1, 2( ...... )mE E E E .We select k 

reference tags which have lower E value. 
The unknown tracking tag’s coordinate 

2 2( , )x y  is obtained by:                 

2 2
1

( , ) ( , )
k

i i i
i

x y w x y


                            (8) 

where iw  is the weight of the ith neigh-

boring reference tag. The computation of 
these weight values is very important to 
our research. Empirically, the weight is 
given by:  
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1 /
i
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ii

E
w
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
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(9) 

The final position estimation is com-
puted as the average of 

1 1( , )x y and 2 2( , )x y  . 

4. Experiment Result and Analysis 

We simulate an actual rectangular scene 
( 30 20 m) and each corner of the area is 
deployed with a reader and the area is di-
vided by 2-meter grids on average. The 
training data is collected systematically 
on the center of each grid, which we call 
calibration points, 40 observations are 
recorded, each consisting of RSSI from 
all readers. We place reference tags on 
the four acmes which we call reference 
points of each grid. Similarly, the refer-
ence data is also consisting of RSSI value 
from all readers and they are collected on 
reference points. At each of the reference 
point, 20 observations are gathered. We 
select the junctions of each grid as the 
test points, at each of which we collect 20 
observations.  
 

 
 
Fig.1 Relation between length of history and 

accuracy 
 

From the above graph, we can see for 
the same test data, our algorithm has 
much higher location accuracy than the 
machine learning method in the whole 
level, and it appears higher precision with 
the increase of the number of test obser-

vations, so we can affirm that the location 
accuracy is related with the history data 
closely. Our observations are obtained in 
certain time interval, so if many observa-
tions are detected on certain location, it 
means that the target object is moving at 
low speed or it doesn’t move at all. Simi-
larly, if few observations are detected, we 
can think the target travels in so high 
speed that we can’t record its observation 
value. However, the precision is related 
with other factors also. Such as the num-
ber of readers and training samples, the 
deploy way of readers and tags and the 
parameters of MLR method and so on. In 
view of the paper space, we only present 
the experiment conclusion which is when 
there are four readers and they are de-
ployed in the four corners, 15 observa-
tions at each calibration point, we get 
much higher accuracy. 

5. Conclusion 

In this paper, we research the indoor loca-
tion method based on RFID technology 
and RSSI. The batch process and perio-
dicity of RFID make us measure RSSI 
quickly and accurately. But the location 
accuracy of machine learning usually 
cannot meet the user’s need. So we bring 
in the reference tag concept to amend the 
rough accuracy. The result of experi-
ments shows that the improved idea is 
feasible in the actual location but amount 
of effort must be used in the procedure of 
collecting training data. The most key is 
our algorithm has much higher accuracy. 
It should be emphasized that our algo-
rithm is fit for the objects which move in 
low speed.  
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