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Abstract—Denoising is an important problem in image 
processing, as it can influence the following processing step 
and decide the final visual effect. To denoise the image and 
preserve the details, this paper enhances the Nonlocal Means. 
When estimating the value of a disturbed pixel, we use the 
information of edges and textures as the weights of pixels 
involved in calculation, instead of simple Gaussian distance 
weights. The weights of edge and texture are obtained by 
direction grads and the coefficients of variation (CV). Finally, 
based on the results from different images, the enhanced 
algorithm is shown to have better performance than 
traditional NLM in SSIM, and has a better visual effect in 
subjective evaluations.  
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I. INTRODUCTION 
With the advancement of digital technology, the 

digital images are replacing conventional images 
gradually. Unfortunately, digital images are easily to be 
degraded by different types of noise, while obtained and 
transmitted. For the reason of noise, the following 
approaches of image processing are influenced stand a 
good chance, leading to a bad visual effect. So, it is a hot 
problem to seek for denoising methods which can be used 
for image restoration. 

One of these conspicuous distortions is additive zero-
mean Gaussian noise. As for this question, there are many 
algorithms having some impact. The simple and 
traditional filter algorithms, such as Gaussian smoothing 
filter [1] and bilateral filter [2], have been applied widely. 
This kind of algorithm has a little cost in time and 
calculation, while the poor performance limits their fields 
of application. In this situation, more complicated 
methods come into being. In 1990, the P-M model [3] 
proposed by Perona and Malik, which was adopted in 
keeping edge information, was the first one making use of 
PDE (Partial Differential Equation). Afterward, 
algorithms based on wavelets [4] became a new trend in 
image denoising. Owing to the ability of multi-resolution 
decomposition, wavelets is regarded as a convenient tool, 
which makes it possible to find an appropriate bourn to 
remove the noise, as well as keeping more detail 
information. 

In recent years, NLM algorithm [5] comes forth as a 
new tool of denoising and attracts much attention on 
account of its superexcellent performance. As a whole, 
NLM is good enough at processing varied images, but 
there are still many parts that can be mended. Tasdizen [6] 
combines NLM with PCA (Principal Component 
Analysis), putting forward a new algorithm which can 
improve the ability of resisting distortion by separating 

noise and image. Anoosheh [7] changes the weight of 
similar pixels into a factor containing both ordinary 
element and edge element. A better melioration is BM3D 
(Block Matching and 3-D Filtering) [8], which enforce the 
filtering step by form the image patches into a 3-D matrix, 
with an outstanding PSNR value. 

This paper proposes to enhance the NLM algorithm by 
adding the account of edge factor, including edge 
detection and direction grads, and CV factor for texture 
detection. Different from the traditional NLM and other 
enhanced algorithm, the method processes an image in 3 
kinds of situation. Firstly, in the smooth regions, the 
weight of filtering factor is similar as original algorithm. 
Secondly, in the texture regions, the correlative textual 
pixels will obtain a heavier weight by considering the CV 
value. It makes sure that the textual information can be 
preserved as much as possible. Finally, as for the edge 
regions, we take the edge detection into account, with the 
direction grads. If the current pixel and reference one are 
both in edge regions, which can be judged by an image of 
edge information, we will calculate the difference of their 
direction grads in their neighborhoods. It can be used for 
estimating an exacter weight of edge pixels. Based on the 
results from different images, our enhanced NLM 
algorithm is shown to have better performance than 
traditional NLM in SSIM. 

II. A SIMPLE OVERVIEW OF NLM ALGORITHM 

Denoting the noisy images by ( )v i , where i  is the 
pixel index. For each pixel, we can estimate the 
restoration as the following formula: 

.
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NL(v)(i)= w(i, j)v(j)
∈
∑                                          (1) 

Where ( )( )NL v i  is the pixel of the denoised image. 
I  is the searching region of the current pixel i , and j  is 
the correlative pixel. ( , )w i j  denotes the weight of 
correlative pixel, and it is obtained according to the 
Gaussian distance of the neighborhoods of pixels: 
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Where ( )iv N  and ( )jv N  are the vectors of the 

neighborhoods of pixels i  and j . There will be a heavier 
weight if the neighborhoods are closer in Euclidian 
distance. The decay of their Euclidian distance is 

controlled by the parameter h . 
1
( )Z i

 is a parameter of 

normalization, which is calculated from the sum of all 
weights of correlative pixels. In a word, a correlative pixel 
is more similar to the current pixel, and it will get a 
heavier weight in calculation. 

III. OUR ENHANCED METHOD 
We use the difference of values of pixels instead of 

Gaussian distance. In an image, the patches with high 
value of similarity are not only distributing in a small 
region, as Fig.1. The distribution of pixels is able to show 
the similarity of two patches better. The difference 
between the two patches is smaller, and they are more 
similar visually, no matter how far they are in space. 

  
Figure 1. The similar patches  

A. The weight of Coefficient of Variation 
Like most of the denoising algorithm, NLM also has 

the disadvantage of over-smoothing. As it is well known, 
there is more than one kind of regions in an image. In 
principle, we can divide an image into 3 parts: smooth 
region, edge region and textural region. To preserve the 
information as much as possible, we enhance the NLM 
basing on finding a factor which can carry out filtering 
region by region to solve the problem of over-smoothing. 

CV (Coefficient of Variation) is an ingredient 
distinguishing the smooth and textual region. The method 
of computing is shown as follows: 
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Where iN  is the neighborhood of pixel i  . μ  is the 

average of pixels in iN , and 2σ  is the variance. If one 
region has more textural information, the value of CV will 

become larger. In our denoising algorithm, aiming at 
making image more flat, we regard CV as a part of weight, 
instead of setting a threshold to separate two regions as 
other algorithm [9]. 

B. The weight of Edge 
Then we should consider how to keep the edge 

information, which is the key to ensure a good visual 
quality. To obtain the information of edge, we build an 
image in which the values of edge in original image are 1, 
the others are 0. As a standard, this image shows when the 
weight should be changed by direction grads. Here we 
adopt the Canny operator in Fig.2. 

 
Figure 2. Left: noisy image. Right: image of edge 

(By choosing suited threshold, we can get the edges with little influence 
of noise)   

After calculating direction grads in an image patches, 
we can get the transformation of gray in a small region. 
Usually, it can be expressed in 4 directions. Here we give 
the horizontal and vertical directions as follows, and the 
diagonals can be calculated in the same way: 

.

.
v

h

v(N )= v i+1, j -v(i, j) + v(i, j)-v(i -1, j) - v(i+1, j)-v(i -1, j)

v(N )= v i, j+1 -v(i, j) + v(i, j)-v(i, j -1) - v(i, j+1)-v(i, j -1)

（ ）

（ ）

(4) 

Where vv(N ) , hv(N )  and denote the direction grads 
of vertical and horizontal .For the two diagonals, we 
use 45v(N )  and 135v(N )  , and i , j  are the coordinates 
of a pixel. In this way, we can descript the information of 
details in particular. 

C. The weight of direction grads 
Our proposed method aims at the measurement of 

similarity, considering the grads and configuration instead 
of calculating Gaussian distance. We change the formula 
of weight as follows: 
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Where ( )i jv N N−  is the difference of values of 

pixels in patches. With the parameters of 7 CV   
and 1 CV−（ ）, the smoothing region, where the value of 
CV is small, can get a heavier weight, causing a greater 
filter. On the contrary, in the textual region, the 
processing of filtering is milder, because of a bigger CV. 
As for edge region, we have ( )edge i  which is a binary 
image containing pixels of values 1 and 0. When meeting 
edges, it is set to 1, taking the direction grads into account. 
Otherwise, the value of grads will be ignored, with a 0 
value. Besides, ( , )i jgrads N N  is an equation: 
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In this equation, we calculate the difference of the 
direction grads of two patches. It helps us to ensure the 
similarity of two patches of edge by rule and line.   

IV. EXPERIMENTAL RESULT AND ANALYSIS 
In this section, we choose four pictures for the 

simulation. These pictures are rich in detail information, 
making the advantage of our algorithm obvious. Here we 
add Gaussian noise, with 18 and 25 std, to the original 
images to compare the traditional NLM with our method. 
Apropos for the quality evaluations, we adopt SSIM. 
SSIM is acted on the original image and the denoised 
image. If these images are similar, the value will close to 
1, since its range is from 0 to 1. In our experiment, we set 
the parameters h  to 6. The size of similar neighborhood 
is 3×3, and the size of search window is 7×7, through 
which we get some speedup. The results are shown in 
Fig.3 and Fig.4. 
 

 
Figure 3. (Left to right, up to bottom) image ‘lax’ 

original image, noisy image, denoised by NLM, denoised by our method 
noise std=18 

 
Figure 4. (Left to right, up to bottom) image ‘peacock’ 

original image, noisy image, denoised by NLM, denoised by our method 
noise std=25 

For different intensity of noise, our method shows a 
preferable result. It can be proved by both of objective 
evaluations and subjective evaluations. Here we show the 
objective data of SSIM in Table 1 and Table 2. Besides, 
we provide the detail edition of images above in Fig.5 to 
guarantee the visual effect. 
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TABLE 1. THE SSIM OF TESTED IMAGES WITH NOISE STD=18 

 NLM our  
method 

advance 

baboon 0.7421 0.7869 6% 
lax 0.7699 0.8134 5.7% 

peacock 0.7511 0.8318 10.7% 
cat 0.5892 0.6678 13.3% 

TABLE 2. THE SSIM OF TESTED IMAGES WITH NOISE STD=25 

 NLM our  
method 

advance 

baboon 0.7319 0.7731 5.6% 
lax 0.7469 0.7550 1.1% 

peacock 0.7365 0.8016 8.8% 
cat 0.5738 0.6290 9.6% 

 

 
Figure.5 The detail of ‘baboon’ and ‘peacock’, noise std=18 

(Left to right) original image, denoised by NLM, denoised by our 
method 

In our experiment, the SSIM of our method all have 
some advances, the value of which can show that our 
denoised images are more similar to original images than 
those processed by NLM. From Table 1, we can learn that 
the advance of our method is decided by the type of image 
and the intensity of noise. The average of improvement 
value is 8.9% when std is equal to 18, as well as 6.3%, 
when std is equal to 25. It’s decided by the preservation of 
texture and edges. As for the whole visual effect, the 
traditional NLM obtains an over-smoothing outcome, 
which has lost some detail information. Our method 
produces an image with abundant edges and texture, 
resulting in a visual effect with more levels. In Fig.5, we 

magnify the same patches in the original image and 
denoised images. In the patches of ‘baboon’, there are 
many veins around the eye. According to the edition of 
NLM, many veins have got lost and the change of gray 
becomes slight. Comparatively, our method preserves 
more veins. This situation also exists in image ‘peacock’. 
However, in the smoothing region, the outcome of our 
method is similar to traditional NLM.   

V. CONCLUSIONS 
This paper puts forward an enhanced image denoising 

NLM algorithm. It changes the calculation of weight and 
combines traditional NLM with direction grads and 
texture detection, possessing a stronger ability of 
preserving details in an image while denoising. The main 
idea of our method is to decompose the noisy image and 
process it depending on the kind of patches. According to 
objective and subjective result, it shows the improvement 
in visual effect. However, there are still some questions to 
be solved. The time cost of NLM is always a big problem 
in realization. How to speed up our algorithm and how to 
reduce the pixels used in calculation will be the direction 
of future study. 
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