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Abstract 

Appropriate organization of video databases is essential for pertinent indexing and retrieval of visual information. 
This paper proposes a new feature called Block Intensity Comparison Code (BICC) for video classification and an 
unsupervised shot change detection algorithm to detect the shot changes in a video stream using autoassociative 
neural network (AANN) which makes retrieval problems much simpler. BICC represents the average block 
intensity difference between blocks of a frame. A novel AANN misclustering rate (AMR) algorithm is used to 
detect the shot transitions. The experiments demonstrate the effectiveness of the proposed methods.  

Keywords: Video classification, Block intensity comparison code, Video indexing, Misclustering rate, Shot 
transition.  
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1. Introduction 

At present, tremendous amount of digital multimedia 
database is accessible by people both in the Internet and 
television.  The quantity of video is voluminous that it 
is intricate for a human to go through it to choose the 
video that matches his interest.  Consequently, research 
has begun to analyze the visual media to automate the 
retrieval task. One approach that users employ is to 
look for video within specific classes or genres.  
Accordingly, for retrieving the video of interest, 
relevant organization and segmentation of the video 
database is important.  Eventually, the objective is to 
break up the video stream into a set of significant and 
handy segments called shots.   A shot can be habitually 
visualized as a series of interconnected or unbroken 

sequence of successive frames taken contiguously by a 
single camera.    Normally, a video is produced by 
compiling quite a few shots by a procedure called 
editing. Edit process constructs different kind of 
transitions from one shot to another such as abrupt and 
gradual, may take place.  A survey of techniques for 
automatic indexing and retrieval of video data is found 
in Ref.1. 
 

1.1.  Related work  

The literature reports many approaches for video 
classification viz., broad genre classification2,3,4 that 
categorizes video database into cartoon, sports, 
commercials, news, music; limited domain 
classification  which organize5,6,7,8 a video into different 
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sub categories and at the final level, the semantic 
content9,10 classification that identifies the specific 
events like highlights and crowd in a video sequence. 
 
Visual media is multimodal in nature and a number of 
features can be used to extract the information 
contained in a video.  Chromaticity signatures and 
temporal features2 are used with HMM as the classifier 
model.  Additional details such as objects and their 
attributes could improve the performance of the system.  
In [3] shots in a video database are classified using 
RBF network with one hidden node per class.  RBF 
networks are more sensitive to the initial situation and 
hence using generalized RBF network is essential.  
Normally, the classification methods cannot be applied 
for digital media in compressed form. Normalized 
Information Distance (NID) which approximates 
theoretical Kolmogorov complexity4 is used for genre 
classification in compressed video which reflects good 
performance.  Classifying content in a specific genre is 
also of research interest particularly in sports genre.  
The trouble arises where a massive quantity of video 
material are recorded; for example during Olympic 
games and Asian games.  A system for classifying 
sports video using cue detectors which are indicative of 
the sport type is proposed in Ref. 5.  The cue detectors 
operate on the key frames for the presence or absence 
of the objects they are trying to detect.  Since video data 
exhibit dynamic behavior, searching only on key frames 
may not be sufficient.  An edge based sports video 
classification is presented in Ref. 9 which work directly 
on compressed video using DCT coefficients.  The 
performance of Refs. 5,9 may be improved by 
combining other modalities of video.  In [7] text biased 
methods and feature synthesis is applied in [8] for 
classifying news video.  Fisher’s Linear Discriminant 
technique is used8 to condense the dimensionality of 
the input space. The detailed information of the features 
is lost by the reduction procedure.  Ref. 10.classifies the 
video by performing shot detection.  They used DCT as 
a likelihood function with HMM model and the results 
are found to be promising.  Most of the techniques use 
different types of spatial and temporal features alone 
where the usage of other information is also essential. 
In [12] the features are modeled using two different 
classifier methodologies viz., hidden Markov model 
(HMM) and support vector machines (SVM) and in  
C4.5 decision tree is used in [13] to build the classifier.  

In [14] motion descriptors such as foreground object 
motion and background camera motion are used.14   
Identifying motion like entry/exit; movement/rest could 
improve the performance of the procedure.  Ref. 15 
address the problem of video genre classification for 
five classes with a set of visual features and SVM is 
used for classification. 
 
Shot transition detection is a key issue which reveals 
upper level visual content organization.  Detection of 
shot boundaries provides a support for virtually all 
video abstraction and high-level video segmentation 
techniques.  In addition, other research domains can 
also be benefited significantly from flourishing 
automation of shot-boundary detection processes.  The 
shot transition detection problem and the major issues 
involved are described in Refs. 16,17. They analyses 
the performance of shot transition detection techniques 
using color histograms, MPEG compression parameter 
information, and image block-motion matching.  Shots 
are detected using visual features and shot length.18   
RGB histogram values19 are used  to compare the 
average values of each color channel in every frame. 
Color histogram in RGB space is used in Ref. 20.  An 
inter-frame similarity measure based on motion is 
obtained using a block-matching process.21   All these 
shot transition methods fail to address the problem from 
the viewer’s perspective.  Human view the visual media 
by moving their eyes three to four times each second 
and incorporating information across foveation points.22  
From the observer’s perspective23 shots are detected 
based on a foveated representation of the video. 
 

1.2. Outline of the work  

Video data is made up of visual, audio and textual 
information. Classification of this video data is possible 
only if all these three information are combined 
together. However, it is observed that classification is 
achievable merely with visual information based on the 
notion that, for an individual to interpret a situation, 
visual perception alone is adequate. For example, when 
people talk, visual information in the form of gestures 
and facial expressions has a greater impact on the 
listener than the spoken communication themselves and 
their modulations. 
 
This paper extends the previous work24  based on visual 
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features by integrating human perception or visual 
system with the intensity values of the pixels. 
Normally, low-level features used for video 
classification do not catch up the high-level semantics 
entrenched in the images in a video. For this reason, 
focus should be given on the visual context of the video 
or how the user perceives a video and consequently, to 
provide more user-intuitive classification. Generally, in 
a video, each video genre enjoys its own attributes 
using which a viewer discriminates between them.  
Moreover, the intensity distribution within a frame will 
vary between genres. In accordance with this scrutiny, 
this paper proposes a novel and efficient method for 
classification of video based on intensity distribution in 
a video frame.  The method uses a simple procedure 
that divides a frame into blocks and creates a code 
called Block Intensity Comparison Code (BICC), which 
represents the intensity difference between blocks in a 
frame.   
 
In video classification, another setback is with curse of 
dimensionality.25  If the dimensionality of the input 
space is higher, more feature vectors are needed for 
training. A simpler, but very effective, way of dealing 
with high-dimensional data is to reduce the number of 
dimensions of the input space. One way to avoid the 
curse of dimensionality is by projecting the data onto a 
lower-dimensional space. Various techniques11 viz., 
principal components analysis (PCA), linear 
discriminant analysis (LDA), independent component 
analysis (ICA) are reported in the literature. PCA also 
called as Karhunen-Loeve transform, the most 
commonly employed dimension reduction technique is 
used in this work. 
 
The experiments are carried out in two phases. Initially, 
experiments are conducted on individual frames in a 
video sequence with Euclidean distance as a measure 
and BICC as features. Since, HMM is found to be very 
effective in capturing the dynamic nature of video, in 
the second phase, analysis is done on the video 
sequence with HMM as the classifier model. BICC 
projected on to a lower dimensional space is used as 
features.  
 
After classifying the video data, the next step is to 
organize the video data into manageable and 
controllable segments to achieve retrieval efficiency. 
Shot transition detection makes retrieval problems 

much simpler and easier. The performance of a greater 
part of the shot transition algorithms profoundly depend 
on the length of the video, i.e., shot transitions in a 
short video sequences are more thorny to discover than 
longer segments. This is due to the fact that, short video 
segment does not enclose adequate information to make 
a reliable model and thus cannot identify a shot 
transition very well.  This paper proposes a novel shot 
transition detection (STD) algorithm called 
Autoassociative Neural Network Misclustering Rate 
(AMR) that uses autoassociative neural network 
(AANN) model to detect the shots of less than 2 sec 
duration. 

2. Feature extraction for video classification  

Video is a resourceful media containing audio, text, 
image, texture, motion information etc. Appropriate 
recognition and representation of this information is 
needed for further processing. In that rationale, a 
feature is a descriptive aspect extracted from an image 
or a video stream. Visual data exhibit numerous types 
of features that could be used to recognize or represent 
the information it reveals. These features exhibit both 
static and dynamic properties. Classification or 
recognizing an appropriate video relies on competent 
use of these features that provide discriminative 
information useful for high-level classification. The 
following subsection present the description of the 
feature for video classification used in this study. 
 

2.1. Block intensity comparison code  

In this section, the method to compute the Block 
Intensity Comparison Code (BICC) is presented, which 
characterizes the intensity variations between blocks in 
a video frame. The method to generate the BICC is 
motivated by two facts: 
(i) Intensity distribution of video frame in a genre is 

unique to that genre; Objects in a video frame are 
recognized by edges. Edges are perceived mainly 
as intensity changes in a video frame and are easily 
recognized during quick voluntary eye movements. 
Each video genre enjoys its own attributes which is 
unique to that genre, i.e., intensity changes/edges in 
a video frame is unique to a specific genre as seen 
in “Fig.1(a)”, Fig. 1(b)” and “Fig.1(e), Fig.1(f)”. 
Serial frames in “Fig.1(a), Fig.1(b)” shows a few 
people standing and the frames are almost similar. 
Sports frames in “Fig.1(e)”, Fig.1(f)” shows cricket 
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genre which are analogous with the pitch, players 
and field area. These objects are recognized only as 
intensity variation. 

(ii)  Human observer visually perceives the 
object/video only in the area that he/she is most 
interested in. For example, in the sports video 
shown in “Fig.1(e)”, “Fig.1(f)”, the attention of the 
observer will be focused on the players and pitch 
area in the cricket frame rather than the rest of the 
surrounding field area. This distribution of 
intensity value will vary between genres. Hence, 
method to compute the intensity distribution in a 
frame is essential. So, analysis is necessary to 
compute the variation/distribution in the intensity 
value within a frame in a video sequence. Based on 
this analysis, the intensity changes between blocks 
of a frame are represented by block intensity 
comparison code (BICC). The procedure for 
generating BICC is given below.  
 

To extract the BICC features, each image is divided 
into k x k blocks, each of size (M/k x N/k), where M x 
N is the size of the image. Image of size 320 x 240 is 
used for experimental studies. Initially, average 
intensity in each block is computed. For comparing the 
intensity distribution in a frame, the average intensity 
value of each block in a frame is compared with every 
other block in the frame. Consider 5 x 5 representation 
of a video frame. “Eq. (1)” illustrates the generation of 
proposed BICC feature. i and j represents the ith and jth 
blocks in a frame.  BICC is generated using 
 

 
 
 
     (1) 
 

where x(i), x(j) are the average intensities of the i
th

 and j
th 

blocks respectively. To generate the BICC, for example, 
the frame is divided into 5 x 5 blocks to generate the 
feature vector. “Fig.1(a)”, “Fig.1(b)” shows the 5 x 5 
representation of frames from the two different serials and 
“Fig.1(e)”, “Fig.1(f)” shows the 5 x 5 representation of 
two different sports genre. Each block in a frame is 
compared with every other block to generate BICC using 
“Eq. (1)”.  For example, if the image is divided into 5 x 5 
blocks, then  “Eq. (1)” generates 300 dimensional feature 
vectors.  First element in the feature vector compares the 
intensity of 1

st

 and 2
nd

 block, second element compares the 
intensity of 1

st

 and 3
rd

 block and so on.  Similarly, last 

element in the feature vector compares the intensity of 24th 
and 25th blocks. It is clear from “Fig.1(c)”, “Fig.1(d)” 
that the BICC generated for the serial genre shown are 
almost similar.  “Fig.1(g)”, “Fig.1(h)” shows BICC 
generated for the sports genre of sports frames shown in 
“Fig.1(e)”, “Fig.1(f)” and BICC generated are found to 
be similar.  It is also seen that BICC generated for serial 
genre differ completely from the sports genre. Thus, 
“Fig. 1(c)”, “Fig.1(d)” and “Fig.1(g)”, “Fig.1(h)” 
demonstrates the high discriminating power of BICC to 
differentiate the genres. The distance or error between 
the two comparison codes P = (p1, p2, ···, pn).and Q= 
(q1, q2, ···, qn) can be calculated using 
 

                                                  (2) 
where   is the bit-wise exclusive-OR operation. 
 
 
 
 

Fig.1(a)                         Fig. 1(b) 

 
 
 
 

Fig.1(c) BICC for Fig. 1(a) 

 

 

Fig. 1(d) BICC for Fig. 1(b) 

                                

Fig. 1(e)                       Fig. 1(f) 

 

 
Fig. 1(g) BICC for Fig.1(e) 

 
 

                                                                         
Fig. 1(h) BICC for Fig. 1(f) 
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2.2. Principal component analysis  

PCA is a useful statistical procedure that has found 
importance in many fields, and is a well known 
technique for finding patterns in data of high-ceilinged 
dimension. It is a way of identifying patterns in data, 
and expressing the data in such a way to highlight their 
similarities and differences. Since it is difficult to 
identify patterns in data of lofty dimension, PCA is a 
powerful contrivance for investigating the data. The 
other main advantage of PCA is that once these patterns 
are found, the data can be compressed by reducing the 
number of dimensions, without much loss of 
information. PCA ‘combines’ the essence of attributes 
by creating an alternative, smaller set of variables. The 
initial data can then be projected onto this smaller set. 
Suppose that x1, x2, · · ·, xP are P training vectors, each 
belonging to one of N classes {ζ1, ζ2, · · ·, ζN }. Then, 
the training vector, xp, can be projected to lower 
dimension vector yp, using an orthonormal linear 
transform given by yp = WTxp. The transformation 
matrix (W) can be obtained from the eigenvalues and 
eigenvectors of the covariance matrix (Σ) of the input 
data. A more detailed discussion can be obtained from 
Ref. 11.. 

2.3. Hidden Markov model  

The hidden Markov model consists of two stage 
stochastic processes: One is an unobservable Markov 
chain with a finite number of states, an initial state 
probability distribution and a state transition probability 
matrix, and the other is a set of probability density 
functions associated with each state. The probability 
density function can be either discrete (discrete HMM) 
or continuous (continuous HMM).  HMM assumes that 
an input observation sequence of feature vectors 
follows a multi-state distribution.  It is expressed by the 
initial state distribution (π), the state transition 
probabilities (A), and the observation probability 
distribution in each state (B). In HMM training, it 
estimates the parameter set λ = (A,B, π), for each class 
based on the training sequences. It enters a new state 
based on the transition probability depending on the 
previous state. After making the transition depending 
on the current state, an output symbol is produced based 
on the probability distribution.  Ref. 26 gives an 
overview on HMM. 
 

3. Feature extraction for shot transition 
detection 

Color histogram method is commonly used in video 
processing applications, which can also provide motion 
invariant representation of video.  Further, they are 
found to be exceptionally competent in capturing the 
global information, with low computational complexity 
and hence are employed in this work. Normally, digital 
images are represented in RGB color space. In the 
present work, 24 bits/pixel images (8 bits for R, G and 
B components each) are used. An n dimensional 
histogram features are extracted from the video frames 
by quantizing the RGB color space into n bins. “Fig. 2” 
shows the 64 bin histogram for the sports image. 

    
Fig. 2  Sports frame and its 64 bin histogram 

3.1 Autoassociative neural network (AANN) 

For detecting a shot transition (ST), the analysis focuses 
on the characteristics of adjacent frames. Hence, it is 
clear that the model used must be capable of finding the 
variations that exist between the consecutive video 
frames. Support vector machine (SVM) is good at this 
type of learning since the training involves optimization 
over entire pattern in linear space.  Since the video data 
is made up of shots, it can be viewed as a non-linear 
model. GMM can be used to confine the distribution of 
the data, but the components are considered to be 
Gaussian and the number of mixtures is also set in 
advance. AANN captures the distribution of the data 
points depending on the constraints imposed by the 
structure of the network; just as the number of mixtures 
and Gaussian functions do in the case of GMM and 
hence are employed in this work.    
 
Autoassociative neural network models are feedforward 
neural networks performing an identity mapping of the 
input space, and are used to capture the distribution of 
the input data8.  Let us consider the five layer  aL bN 
cN bN aL AANN model27 shown in “Fig. 3”, which has 
three hidden layers. a,b,c are integers that indicate the 
number of units used in that layer.  In this network, the 
second and fourth layers have more units than the input 
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layer. The third layer has fewer units than the first or 
fifth. The processing units in the first and third hidden 
layer are nonlinear, and the units in the second 
compression/hidden layer can be linear or nonlinear.  
As the error between the actual and the desired output 
vectors is minimized, the cluster of points in the input 
space determines the shape of the hypersurface 
obtained by the projection onto the lower dimensional 
space.  The nonlinear output function for each unit is  
 

Fig. 3 AANN Network Structure 

tanh (s), where s is the activation value of the unit. The 
network is trained using standard back propagation 
algorithm.  AANN captures the distribution28,29 of the 
input data depending on the constraints imposed by the 
structure of the network, just as the number of mixtures 
and Gaussian functions do in the case of Gaussian 
mixture models (GMM).  The detailed overview of 
distribution capturing ability of AANN is explained in 
Ref. 27. 
 
3.2 Autoassociative neural network  

misclustering  rate (AMR) algorithm  

Many of the existing methods29,30 require manual 
assistance for marking the shot transitions from video 
stream for training. That is they need an approved set of 
predetermined data to train the classifiers before they 
can be used for detection. AANN is a supervised 
training algorithm.27  On the other hand, the proposed 
AMR shot detection algorithm does not require training 
samples.  Hence, there is no need for separate training 
data for the proposed shot detection method.  The 
approach is discussed as follows.   
 
Since the work concentrates on shot transition, 
extracting features from each frame in the video clip 
becomes essential.  Initially a video clip of n frames is 

considered.  The extracted histogram features of the 
video frames from the window w are used to train the 
AANN model. The approach begins with the 
assumption that, there is an ST located at frame p of the 
window w as shown in “Fig. 4”.  If the features come 
from different shots, they have significant differences 
and hence AANN cannot cluster these data27 properly. 
Conversely, if the features come from a single shot, 
AANN can effectively cluster these data. The novelty 
of the proposed approach is that it uses the same 
histogram features for testing AANN model.  Thus 
AANN is said to perform unsupervised clustering.  The 
AMR algorithm for detecting ST is summarized as 
follows:  
(i) Histogram features are extracted from each frame 

in a video. 
(ii) Select a new frame p in the video, where p is the 

frame that is the assumed ST point.  Each new p is 
assumed as the ST point and the algorithm tries to 
find the existence of ST. 

  

 
Fig. 4 Windowing approach 

(iii) The histogram features extracted from w video 
frames (w/2 frames on both sides of p) as shown in 
“Fig. 4” are used for training AANN model.  Each 
of the features is given as input to the AANN 
model. The output of the model is compared with 
the input, to compute the normalized squared error. 
The normalized error (e) for the feature vector (y) 
is given by, 

 

                                 (3) 

where o is the output vector  given by the model. The error 
(e) is transformed into a confidence score (c) using c = 
exp(-e). The average confidence score is calculated for the 
w feature vectors.  
(iv) If the average confidence score from the AANN 

model is less than a threshold indicates that 
assumed pth frame position is the shot transition 
point. 

A ’hypothetical ST’ is assumed at frame p and tested to 
determine whether it matches with the characteristics of 
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an ST.  After one ‘hypothetical ST’ has been tested,  w 
is moved one frame to the right and step (iii) of the 
AMR algorithm begins again. These steps are 
iteratively performed until the window reaches the end 
of the video stream.  
 

4. Experimental results and discussion  

This section analyzes the performance of the proposed 
BICC for video classification and AMR algorithm for 
detecting ST. 
 

4.1.  Video classification  

Experiments are conducted with 12 hrs. of video data 
(10 hrs. for training and 2 hrs. for testing)recorded 
using a TV tuner card at 25 frames/second, from 
various television channels at different timings to 
ensure variety of data. Cricket video is used for sports 
genre. For cartoons, video data from various cartoon 
channels are collected. Care is taken to record 
commercials on different types of products, while 
recording the commercials. News data is collected from 
various news channels and Serials from different 
regional language channels. In the first phase, 
individual frames of the video genre are used for the 
experiments. A total of 12,500 frames are used for 
training and a separate 5,000 frames are used for testing 
from the recorded data. Block intensity comparison 
code (BICC) is obtained for all the training and testing 
frames. Then, exclusive-OR matching is used to find 
the distance between two BICCs as described in 
Section. 2.1. The average distance between two 
different video genres is shown in “Table 1”. 
 
If the data lies in high dimensional space, then an 
enormous amount of data is required to learn 
distributions. For dimension reduction, PCA is 
employed on the BICC features and average Euclidean 
distance between different video genres using projected 
BICC is shown in “Table 2”. The performance is 
improved using PCA. However, in view of the fact that 
the video data exhibit dynamic behavior, the analysis of 
the video based on individual frames only will not be 
sufficient. The dynamic nature of video necessitates the 
extraction of features from individual frames.  Video is 
processed at 12 frames/sec for extracting BICC 
features. To confine the time changing nature of video 
information, video segments are experimented with 

HMM as the classifier model. Approximately, 10 hours 
of video (3277 clips) is used for training using the 
projected BICC as features. Moreover, a separate test 
video of 2 hours (684 clips) is used to validate the 
performance of the classifier model. Since there is no 
specific algorithm/method to fix up the number of states 
to be used in HMM, the model is tested using diverse 
states by varying the feature vector dimension and the 
duration of the video sequences.   The confusion matrix 
for BICC with HMM is presented in “Table 3”. 
 

Table 1  Exclusive-OR matching performance of 
video genres  

  Cartoon  Sports  Comm*  News  Serials  

Cartoon  0.34  1.72  1.43  1.84  1.27  

Sports  1.53  0.21  1.58  1.43  1.86  

Comm*  1.67  1.84  0.32  1.75  1.34  

News  1.56  1.34  1.76  0.52  1.78  
Serials  1.41  1.79  1.56  1.34  0.26  

*- Commercial  

Table 2 Average Euclidean distance between 
projected BICC of video genres 

  Cartoon  Sports  Comm*  News  Serials  

Cartoon  0.23  1.92  1.63  1.94  1.64  

Sports  1.64  0.17  1.64  1.72  1.92  

Comm*  1.72  1.92  0.21  1.85  1.74  

News  1.81  1.56  1.82  0.32  1.83  
Serials  1.72  1.81  1.74  1.86  0.14  

*- Commercial  

Table 3 Confusion matrix for projected BICC 
with HMM (in %) 

 Cartoon  Sports  Comm*  News  Serials  

Cartoon  97.6  0  2.4  0  0  

Sports  0  98.7  0  1.3  0  

Comm*  1.4  0 98.6  0 0 

News  0  0  0  100  0  
Serials  0  0  2.8  0  97.2  
*- Commercial  

The difficulty with HMM is that, it demands a huge 
volume of training data in high dimensional space. 
Since the video data exhibit time varying patterns, 
various experiments are conducted to investigate the 
performance of the features. Experiments are carried 
out by varying the dimensions of the feature vector and 
duration of video sequences. Precision (P) and recall 
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(R) are the commonly used evaluation metrics in the 
information retrieval field. To simultaneously assess the 
number of false alarms and mis-detections, the work 
used the geometric mean (F-score) as the combined 
measure of Precision (P) and recall (R) for calculating 
accuracy which is defined as follows: 

                                                                               

(4) 

 
where α is weighting factor. For harmonic mean of P 
and R, α=0.5 is used. Fig. 9 shows the overall 
performance accuracy for each genre while varying the 
feature vector dimension. Increase in the dimension of 
feature vector results in blocks of smaller size. Hence, 
the intensity variation between adjacent blocks is not 
significant and thus the feature vector extracted in such 
a case degrades the performance as shown in “Fig. 5”. 
Further, the improved performance of the model with 
the increase in the duration of video sequence is shown 
in “Fig.6”.  As seen, if the duration of video is less than 
10 sec, the HMM is not able to capture the sequence 
information needed for video classification.  If the 
duration of video is greater than 20 sec, there is no 
further improvement in the classification performance 
of HMM.  It  is evident from Fig. 6 that the proposed  
BICC with HMM doesn’t necessitate the video 
sequence of much longer length as it gives better 
performance with 10 sec video. Moreover, it is seen 
that BICC furnishes exceptional performance even with 
a lesser amount of data. Experiments are also conducted 
to demonstrate the efficiency of the proposed BICC 
with  other visual features  viz., edge features,  motion 

 
 

 

 

 

 

 

 

 

 

Fig. 5. BICC performance for various feature dimension  

features, color histogram features24 and other 
existing features that are potentially useful for 

video genre classification, such as shot length31, 
the number of faces32, color moments33 and color 
correlogram.34 The results are evaluated with F-
score. Evidently, the proposed approach is found 
to outperform these features as illustrated and 
“Table. 4”. 

 

 

 

 

Fig. 6   BICC with HMM for different duration 

4.2. Shot transition detection  

 
 
 
Fig. 6   BICC with HMM for different duration 

After classifying the video data into respective genres, 
the next task is to detect the shot transitions.  The data 
set under consideration consist of 5461 transitions, 
comprising of 4585 cuts and 876 gradual transitions. 
This section presents a detailed discussion on the 
experiments conducted.  

 

Table 4. Performance of various visual features  

Classification SchemePrecision (%) Recall  
(%) 

Accuracy (%)  

Edge 79.2 59.6  66.07  
Motion  75.2 49.2 59.46  
Histogram  83.6 70.17 76.29  
Color Correlogram  96.74 84.87 90.41  
Shot length  94.6 81.14 87.36  
Faces  93.8 75.6 83.72  
Color moments  92.6 81.14 86.49  
Prj.BICC+HMM  99.2 97.6 98.4  

In general, two kinds of error measurements are used to 
evaluate STD systems. They are i) mis-detection that 
refers to the situation where the algorithm fails to locate 
actual ST and ii) false alarm which refers to ST located 
by the system that are not actual ST. To evaluate the 
performance of the AMR based automatic STD 
algorithm, the experimental results are compared with 
the manually generated targets. Since an ST is normally 
coupled with a time scale rather than a single point, ST 
target is defined as [STstart, STend]. To minimize 
problems caused by the different standards of 
comparison, the experimentally detected ST that fall in 
the [STstart – Δt, STend + Δt] target interval are regarded 
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as correct detection, where Δt is a commonly accepted 
measurement used for analysis of STD. In the 
experiments conducted, a deviation of 0.2 sec (5 frames 
on either side) is allowed to detect the correct detection. 

4.2.1 Exploring the best factors for experimental 
setup  

Experiments are performed to decide the best factors of 
the proposed algorithm. The window size, number of 
bins and AMR threshold are set according to the results 
obtained from the experiments.  The structure  of 
AANN model used is (aL bN cN bN aL), where, L -
Linear unit, N- Nonlinear unit (tanh (s)), and a, b, c are 
integers varied to evaluate the performance.  The 
network structure (64L 90N 10N 90N 64L) gives 
optimal performance.  F-score measure as defined by 
“Eq. (4)” is used  for evaluating the results obtained,  

4.2.2  Setting up the parameters 

This section illustrates the effect of varying the number 
of dimension of the histogram features (number of bins) 
for various window sizes and AMR threshold. For 
conducting experiments, n dimensional histogram 
features are extracted using n bins where, n = 8, 27, 64 
and 125. The performance of number of bins and the 
window sizes are evaluated using F-score as given in 
“Eq. (4)”. A high F-score is obtained with 64 bins 
against a window size of 50 as shown in “Fig. 7”. False 
and mis-detections relative to window size and number 
of bins are shown in “Fig. 8” and “Fig. 9” illustrate the. 
The window size of 50 with 64 bins appreciably 
reduced the number of false alarms and mis-detections. 
Consequently, this study used window size of 50 with 
64 bins for optimal ST detection.  
 
Similarly, experiments are carried out to examine the 
effect of selecting different window sizes and AMR 
threshold.  AMR threshold of 0.8 and a window size of 
50 significantly reduced the number of false alarms and 
mis-detections.  Therefore, this study used adjacent 
windows with a size of 50 frames with the AMR 
threshold setting of 0.8 for a reliable ST detection. 

4.2.3. Classifying the shot transition types  

After setting the threshold and window size as in Sec. 
4.2.2, the next task is to classify the ST; whether the 
detected ST is abrupt or gradual transition. The abrupt 

transitions are sudden changes where as for the gradual 
transition; an image slowly appears/disappears in a 
solid colored screen.  For estimating the decision 
threshold, a range of values for which a transition has 
been already detected are examined using variance 
measure, along with their ground truth information. 
Variance is calculated using “Eq. (5)” for the range of 
scores obtained for the window under consideration, to 
decide the type of transition. 
 

                  
(5) 

 
where, w is the window size, μ is the mean, xi is the ith 
frame confidence score.  For classifying the ST, the 
calculated variance are examined and found that, GT 
reports very low variance when compared to abrupt 
transition. 
 
The results obtained with the proposed AMR algorithm 
is compared with already existing algorithms like edge 
change ratio (ECR) and histogram difference (HD) 
methods.35  An example of cut and dissolve detection 
for the cricket video with the proposed AMR algorithm 
along with ECR and HD is shown in “Fig 10”. As seen 
in Fig. 10 the abrupt changes are detected as narrow fall 
downs as shown as c1, c2 and c3. Gradual changes are 
seen as parabolic portions as shown from d1 to d2.  As 
seen, the proposed technique is able to detect a cut with 
a shot length of less than 2 sec duration.  Though, HD 
is able to detect dissolve, it couldn’t differentiate cut 
and dissolve, which reveals the supremacy of the 
proposed algorithm. Examples of cut and dissolve 
transitions is shown in “Fig. 11(a)” and “Fig. 11(b)”. 
 
 

 

 

 

Fig. 7  Performance of the method by varying window size 
and bins 
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Fig. 8 False alarms of the method by varying window size and 
bins. 

 

 

 

 

Fig. 9 Mis detections shown by the method while varying 
window size and bins. 
 
In order to demonstrate the supremacy of the proposed  
AMR algorithm, another set of experiments are 
conducted where, the algorithm is applied on a separate 
test set comprising of large number of video clips with 
a total of 342 transitions. They are collected from 
various categories which include cartoon, cricket, 
football, commercial, and news. “Table 5” shows the 
performance comparison of the proposed AMR 
algorithm with ECR and HD methods which 
demonstrate the efficiency of the proposed AMR 
algorithm. 
 

 

Fig. 10 Comparison of AMR with ECR and HD in detecting 
cut and dissolve 

 
 

The time consumption of the proposed AMR algorithm for 
shot transition detection is measured on a PC with Intel P4 
2.53 GHz processor.  For detecting shot transitions in a video 
of 1 min. the algorithm took 85sec. while using the window 
size of 50 frames which gives better performance.  Shot 
detection time includes extracting and analyzing feature 
statistics.  This shows that the time consumption of the 
proposed AMR algorithm is comparable with the existing 
algorithms on the computer used. 

4.2.4. Accuracy computation  

Each detected shot transition point is compared with the 
ground truth shot transition point Sg to obtain minimum 
distance.  Normalized average error is the average 
minimum distance.  The accuracy of the approach is 
calculated by measuring the distance from manually 
generated ground truth by, 

        (6) 
where, Sa is the number of shots found by the 
algorithm, Sg is the number of shots in the ground truth, 
Tj is the jth ST in the ground truth and xi is the ith ST 
detected by the AMR algorithm. The normalized 
average error for the AMR algorithm is found to be 
0.16, while ECR and HD methods produce 0.42 and 
0.37 respectively  using “Eq. (6)”. 

 (a) 
 

(b) 

Figure 11 Shot transition detection (a) Cut (b) Dissolve  

5. Conclusion  

Classification and shot detection form the basis for 
retrieval algorithms. This paper proposed a new feature 
called BICC for video classification. The feature gives 
an exceptional performance of 98.4% with HMM.  The 
results are compared with other existing methods and 
the proposed method demonstrates its effectiveness in 
classifying the genres.  After classifying the genres, the 
approach tried to detect the shot transitions using a 
novel approach called AMR algorithm.  The proposed 
AMR algorithm is unsupervised and the experiments 
conducted demonstrated the efficiency of the approach.  
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Further, the classification approach required a video of 
10 sec duration for better performance and the proposed 
AMR algorithm is used to detect only cut and dissolve 
transitions.  Though the results are promising in 
detecting cut and dissolve, the modern digital video 
demonstrates numerous types of shot transitions with 
the advancement in the digital technology.  Therefore, 

method to detect other shot changes like fade in and 
fade out, zoom, pan, tilt and special camera effects 
produced using modern digital technology are 
necessary. Future work involves using much lesser 
amount of video for classification and detecting other 
types of shot transitions like fade in, fade out etc., by 
combining other modalities of video like text and audio. 

 

Table 5. Performance comparison of various algorithms D –Correct detections    M – Mis-detections  F – False 
detections  

Test Video  

 AMR algorithm    Edge change ratio   Histogram difference  

 Cut  Dissolve    Cut  Dissolve   Cut  Dissolve  

 D  M  F  D  M  F  D  M  F  D  M  F  D  M  F  D  M  F  

Cartoon  47  4  2  16  6  3  12  5  4  8  6  4  18  7  7  6  7  4  

Cricket  55  3  1  12  5  2  17  7  3  6  5  3  13  8  8  7  8  6  

Football  57  3  2  24  2  2  13  5  7  11  8  6  15  7  9  8  6  3  

Commercial  51  4  2  27  3  2  28  9  4  16  6  4  12  8  17  12  7  5  

News  42  2  0  7  3  2  11  7  3  9  4  3  9  4  8  7  5  3  

Total  252  16  7  86  19  11  89  33  21  50  29  20  67  34  49  40  33  21  

Average Error 0.11 0.36 0.42 0.56 0.44 0.64 
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