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Abstract—In this paper, a patch-based super-resolution (SR) method is proposed to hallucinate 
facial images. Two steps are involved in this method. In the first step, semi-kernel partial least 
squares (semi-KPLS) algorithm is used to generate a nonlinear correlative space. In the second step, 
we use collaborative representation (CR) to infer a high-resolution (HR) face. The experiments 
conducted on FERET database demonstrate the proposed algorithm can generate better results, in 
comparison with some state-of-the-art approaches. 

Introduction 
The details of facial features are crucial for identifying an individual from surveillance video, but 

the resolution of a facial region from surveillance videos is usually very low. Therefore, in order to 
obtain detailed facial features, it is necessary to infer a high-resolution (HR) face image from the 
low-resolution (LR) one. This technique is called face hallucination or face super-resolution (SR). 

 According to the available inputs, existing SR methods can roughly be divided into two classes: 
multi-frames SR [1-4], and single-frame SR [5-11]. The inspiration of multi-frames SR is to retrieve 
high-frequency details from complementary multi-images.  This type of method suffers from ill-
conditioned registration and is limited to small increase in image spatial resolution [15]. Instead, 
single-frame SR prefers to infer the HR counterpart of a single image by obtaining extra 
information from training samples and we mainly focus on this approach in this paper. In [14], 
Freeman et al. propose an example-based method using a Markov Random Field (MRF) with belief 
propagation, and HR images are generated by building a one-to-one relation between HR and LR 
patches in training samples. In [18], based on the principle of locally linear embedding (LLE), HR 
patches are constructed by a linear combination of several neighbors. However, most SR methods 
are developed for the purpose of super-resolving general images. 

 For face SR, the utilization of the properties of face is conductive to generate the high-resolution 
face images. Baker et al. [19] were the first to develop a hallucination method under a Bayesian 
formulation and proposed the term “face hallucination”. In this method, it generates the high 
frequency details from a parent structure with the assistance of training samples. This work is 
further extended by Su et al. [23], where a steerable pyramid is used to provide larger search scope 
for local best match approach. Eigen-transformation is introduced to hallucinating face in [5], 
whose conclusion results in the example-based paradigm. That is hallucinated face can be 
represented by a linear combination of training samples. In [24], canonical correlation analysis is 
employed to maximize the correlation coefficients between LR and HR data. However, subspace 
transformations may reduce the discrimination of hallucinated faces. Liu et al. [25] developed a 
two-step approach integrating a global parametric model with Gaussian assumption and a local non-
parametric model based on Markov random field (MRF). Zhuang et al. [6] use locality preserving 
projection and neighbor embedding to hallucinate a high-resolution face. More recently, the work in 
[8] shows that patch-based method can achieve plausible results without the residue compensation. 
In fact, the residue compensation is merely indispensable for the methods that include the step of 
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dimension reduction and HR patches are inferred using the training patches of the same position. 
Instead of performing face SR in spatial domain, the SR method in discrete cosine transform (DCT) 
is developed in [9]. Wu et al. [10] use kernel partial least squares (KPLS) to obtain the high-
resolution image which do not consider the high-frequency details. In [11], multilateral affinity 
function (MAF) is utilized to select and weight image patches which are employed to reconstruct 
HR image.  However, all these methods cannot solve the blurring issue. 

In this paper, a new method for solving face image SR problem is proposed. Inspired by KPLS 
[10] and position-patch based face hallucination approach [8], we first code the LR image patches 
in a nonlinear correlative space and recover HR patch with the coding coefficients. In [10], the 
regression analysis of KPLS is used to infer the HR image, which cannot obtain high-frequency 
details. Unlike [10], we just take advantage of the KPLS to generate nonlinear correlative space. 
That is why the proposed method is called semi-KPLS. The true that compared with sparse 
representation, CR has very competitive face recognition accuracy but with significantly lower 
complexity has been proven in [13]. That is why CR is used to code the LR image patches in the 
nonlinear correlative space. The coding coefficients are used to generate correspond HR image 
patches, and the final HR image can be obtained by merging these HR image patches. 

The rest of the paper is organized as follows. Section Ⅱ presents the details about the proposed 
method. Experimental results and discussions are described in Section Ⅲ. Section Ⅳ concludes this 
paper. 

FACE HALLUCIANTION METHOD 

A. Collaborative representation(CR) 
In [7], image SR is approached via sparse representation of raw image patches. Image patches 

can be coded sparsely with respect to a dictionary, i.e. h=x D α , l=y D α  with 0 N�α  where x  is 

HR image patch and y  is the corresponding LR input, [ ]1,..., hd N
h N

×= ∈D x x �  and 
[ ]1,..., ld N

l N
×= ∈D y y �  are the HR dictionary and the corresponding LR dictionary. lD  is used to train 

the coding vector and hD  is utilized to reconstruct HR image patch. N is the patch number of the 

dictionary. 0⋅  denotes 0L  norm. α  is the coding vector. Note that the coding coefficients of HR 
and LR patch pairs are the same. Actually, the coding coefficients may not be strictly equal without 
considering the correlation between lD  and hD , and we will solve this problem in Section B. When 
reconstructing an HR patch x  from LR patch y , the sparse coefficient vector α  can be estimated as:  
� 2

2 1min larg g= − +y D
α

α α α                                             (1) 

Then, HR image patch is reconstructed by the coefficients calculated in (1):  
�

h=x D α  
Since human face is highly structured, position feature is important for reconstruction [11]. 

Inspired by [8], we adopt position patches instead of randomly selected patches for training. 
Position-patches are defined as the patches in all the training images that have the same position 
with respect to a certain patch in the LR input. An LR or HR image is represented by a set of image 
patches that overlap with each other. Incorporating the position feature, we design dictionaries for 
HR and LR image patch at position (i, j) as: [ ]1( ) ( ),..., ( )h Ni, j i, j i, j=D x x , [ ]1( ) ( ),..., ( )l Ni, j i, j i, j=D y y  where 

( , )k i jx , and ( , )k i jy  are patch pairs at position ( )i, j  from training images, which include vector of 
pixel values. Zhang et al. revealed that the collaborative representation (CR) mechanism, instead of 
the 1l -norm sparsity constraint (sparse representation), which truly improves the face recognition 
accuracy [13]. With significantly low complexity and competitive face recognition accuracy, the 
CR is used to code the dictionaries. 
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� 2 2
2 2min ( ) ( )larg i, j i, j g= − +y D

α
α α α

                             (2) 
where g  is a regularized scalar. Then, the inferred HR patch is calculated as: 

�( ) ( )hi, j i, j=x D α . For 
convenience, position ( )i, j  is omitted in the following, i.e. y  represents ( )i, jy . 
B. Coding in nonlinear correlative space 

Recent years, the kernel trick is a well-known technique in machine learning, which can 
generalize a linear algorithm to its nonlinear counterpart. The key idea of the kernel approach is to 
map the input data to a high-dimensional feature space Γ  corresponding to a reproducing kernel 
Hilbert space, where the nonlinear structure in the input space is more likely to be linear. The 
nonlinear mapping can be described as Φ : d D→� � , D d� .   ( ) DΦ ∈t �  is the image of t in the 
feature space Γ . Gaussian kernel of width 0σ >  is introduced: 

2 2( , ) ( ) ( ) exp( / 2 )T
m n m n m n σ= Φ Φ = − −K y y y y y y       (3) 

Inspired by [10] and the principle of kernel trick, the objective function of semi-KPLS (without 
regression analysis): 

{ }2

1
max ( ) ( , ) ( )

l l h hvar corr var
= =

 Φ Φ D Dr s
r r D s D s

                   (4) 
where var , and corr  denote the sample variance and squared correlation respectively. The r  and 

s  denote the weight vectors. ⋅  is used to obtain the length of vector. 
[ ]1( ) ( ( )),..., ( ( ))

ll

D N
Ni, j i, j i, j ×Φ = Φ Φ ∈Φ =D D y y �  is the LR dictionary in Γ . Equation (4) denotes that 

the semi-KPLS algorithm balances with the requirement to explain as much variance as possible in 
both l

ΦD  and hD  by using the criterion of maximal correlation. Therefore, in the nonlinear 
correlative space ( )lΦ D r , the coding vector α  of the LR patch can be used to reconstruct 
correspond HR patch directly due to the correlation. Equation (4) can be simplified to: 

l l

T T
h h lΦ Φ =D DD D r r                                                                     (5) 

When r  is the eigenvector correspond to the maximum eigenvalue in l , the maximum value in 
(4) is achieved. It is not practical to directly solve (5) to get the projection matrix which is formed 
by eigenvectors correspond to the top M eigenvalues, because the mapping ( )Φ ⋅  is usually unknown. 

We multiply l

TΦD  by the two sides of equation (5) to get the new feature dictionary. 
[ ] [ ]

l l ll

T T
h h

T TlΦΦ Φ Φ=D D DDD r rD                                                (6) 

Based on (6) and  ( , )
l l

T
i j= Φ Φ =D DK K y y , the eigenvectors correspond to the top M eigenvalues of 

matrix 
T
h hKD D  are used to form a matrix 

N M×∈Q � . The new feature dictionary is: 
1( ) [ ( ),..., ( )]T T M N

new l new l Ni, j i, j i, j ×
− −= = ∈D D p p �  

where 
1( ) M

k i, j ×∈p �  is the k-th row of Q . To get the new feature of y , ( )TΦ y  is multiplied by the 
two sides of (5). 

( ) [ ] ( )
l l

T T T T
h h lΦ Φ = ΦΦD Dy D D r y r                                          (7) 

[ ]1( , ) ( , ), ,( ) ( )
l

T
N

T ΦΦ = ⋅ =D K y K K yy y y y                     (8) 
From (7) and (8), we can obtain the new feature of y as: 

( ) ( ) ( ) [ ] /
l

T T T
new new h hi, j , l= = Φ = ⋅ ΦDy y y r K y D D r            (9) 

where l

TΦD r  is obtained from (6). Substituting newy , new l−D  into (2), we get: 
� 2 2

2 2min ( ) ( )new new larg i, j i, j g−= − +y D
α

α α α
 

The solution can be easily determined as: 
� 1( )T T

new l new l new l newg −
− − −= + ⋅D D I D yα  
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I  is identity matrix. Then, we can reconstruct its HR counterpart as: 
�

h=x D α . All the HR patches 
( )i, jx  are integrated to form the global HR image according to the position of patches. Pixels of the 

overlapping regions in the result are obtained by averaging the pixel values in the overlapping 
regions between two adjacent patches hallucinated. The flow chart of the proposed hallucination 
method is shown in Fig. 1. 

EXPERIMENTS 

C. Experimental settings 
The proposed algorithm is conducted on the FERET database [22]. 300 face images are 

randomly selected as training set, and all the images are aligned manually using the three points: 
centers of eyeballs and mouth. The region of faces are cut out and standardized to the size of 
126 126×  pixels. For the HR reconstruction, zooming factor q  is 7. Consequently, LR image is of 
size 18 18× , and the size of LR patch is 3 3× , thus HR patch size is 21 21× . An overlap of 1 pixel 
between adjacent LR patches is adopted, so 7 pixels overlap between adjacent HR patches. Inspired 
by [8], the training patches for a given LR patch are selected in the same position. Other parameters 
settings are as follows: σ  is set to 100 in (3), 

61.0 10g −= × , and reduced dimensionality M  is set to 
100. 
D. Result and discussions 

To demonstrate the effectiveness of our method, we compare it with classical methods including 
the Eigen Transformation (ET) [5], the LPH [6], the Position-Patch (PP) [8], the DCT Patch (DP) 
[9], and the MAF [11] and the results are shown in Fig.2. From these illustrations, our method can 
generate sharper results with fewer artifacts than the competitive. Root-mean-square error (RMSE), 
feature-similarity (FSIM) [17], and structural similarity (SSIM) [16] are employed to measure the 
face hallucination performance. Better SR results should have lower RMSE, higher SSIM, and 
FSIM. The quantitative comparisons are provided in Table 1, where the values are averaged over 
300 of the testing images. From Table 1, we can find that our method outperforms the compared 
methods in terms of various criteria of signal fidelity. Both representatives global-based and local-
based face recognition algorithms are adopted to provide a comprehensive comparison. Uniform 
pursuit (UP) approach [20] and local binary pattern (LBP) approach [21] are used. The rank-one 
recognition rates are recorded in Table 2. In the comparisons, the recognition rates of the original 
HR images are also provided as benchmarks. The results with the recognition rates closer to the 
benchmarks are believed to be better. From the results, we can find that the proposed algorithm 
outperforms existing face SR methods for both global and local-based recognition engines. 

Training pairs

Semi-KPLS

Feature space
of LR 
dictionary

LR input

Semi-KPLS

Feature of 
input

CR

Coding coefficients

HR dictionary

Global HR image
 

Fig.1: Flow chart of the proposed hallucination method 

CONCLUSION 
In this paper, we propose a new learning-based face SR method. Inspired by the patch-based 
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position approaches, semi-KPLS is proposed to generate nonlinear correlative space and CR is 
utilized to obtain the coding coefficients in the new space. Considering the nonlinear similarity of 
face features and the correlative property, we can retain the global face features in the reconstructed 
image. Experimental results show that our method outperforms the state-of-art algorithms 
       a                      b                      c                      d                      e                     f                      g                      h 

 

 

 

 

 

 

 
Fig.2: visual comparisons of different methods: (a) HR original images, which serve as the ground true in 
comparisons, (b) LR inputs.  (c) Final results of our method. (d)-(h) Results of ET [5], LPH [6], PP [8], 

DP[9], and MAF [11], respectively. 
Table 1: Quantitative comparisons on signal fidelity 

Database Measurement metric ET[5] LPH[6] PP[8] DP[9] MAF[11] Ours 
 FERET RMSE 6.104 5.980 6.528 5.810 5.494 5.200 

 SSIM 0.7201 0.8075 0.7855 0.8431 0.8713 0.8901 
 FSIM 0.8453 0.8854 0.8767 0.8895 0.9014 0.9122 

Table 2: Quantitative comparisons on rank one recognition rates (%) 
Database Recognition 

method 
Original HR 

(benchmarks) 
LR ET[5] LPH[6] PP[8] DP[9] MAF[11] Ours 

FERET UP[20] 92.33 78.33 75.67 60.67 78.00 79.67 85.33 87.55 
 LBP[21] 96.00 70.81 72.67 73.00 67.00 66.00 91.00 92.77 
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