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Abstract—This paper proposes a new method to deal with
the multi-attribute group decision making (MAGDM)
problem. Firstly, a new distance measure between two
linguistic terms is defined, then a new linguistic information
aggregation operator based on the distance measure is
proposed and their properties are studied. Secondly, in
order to deal with multi-attribute group decision making
problem under linguistic environment, a similarity measure
between two linguistic preference matrices is proposed. The
aggregation operator and the similarity measure are applied
to a MAGDM problem. Finally, a numerical example is
proposed to prove that the new operator is effective in the
MAGDM problems. This method avoid the case that a
numerical value times a linguistic information and the
results of evaluation are still belongs to the original
linguistic term set no matter how to calculate. By using the
supporting of the order, the linguistic information can not be
lose in the aggregation process.
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. INTRODUCTION

With the development of modern society, the various
types of decision problems become more and more
complex in the social economic life. The Multiple
Attribute Decision Making (MADM) problem is a type of
multi-objective decision problem, which has been found
wide applications in economics, management, the military
and so on. A very important step for solving MAGDM
problem is to aggregate group information. The key to
aggregating group information is aggregation functions or
aggregation operators, which have been extensively
investigated. In real life, due to the complexity of the
decision making problems, people prefer to use the
linguistic information rather than use the precise value. For
example, when people describe the speed of a car, they
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usually use linguistic variables such as ““fast’’, “‘normal’’,
““slow’” instead of the precise value [1].

For dealing with the linguistic information in the
decision making, there have been several methods for
aggregate linguistic information: extension principle [2],
symbolic method [3], linguistic scale method [4], 2-tuple
linguistic representation model [5]. The minimum like t-
norms, copulas and quasi-copulas, the maximum like t-
conorms, dual quasi-copulas, dual copulas, between
minimum and maximum like means, weighted means [6],
the lexmax (Discrimax) and lexmin (Discrimin) methods
[7] and so on. When the aggregation operators are used to
deal with the linguistic information, the defined discrete
linguistic values will be necessarily extended to the
continuous ones as in a simple operation using the

0.5®1, ®05®1, =1,

subscripts of linguistic terms: n

such cases, there is an awareness that l2s does not have
any syntax or semantics assigned, because such a virtual
linguistic term makes sense only in comparison and in

operation. Nevertheless, the existence ofl2s may affect the
effectiveness of linguistic term sets to some extent because
linguistic term sets would be the same as uncertain
linguistic variables in this situation [8]. The minimum
operator and the maximum operator are not satisfied the
conditions such as strict-Pareto and  restricted
compensation. Didier Dubois [7] has presented that a
qualitative aggregation operator should meet the three
requirements: focus effect, strict-Pareto, restricted
compensation. The qualitative aggregation operators can
make good use of the characteristic of the linguistic
variables, and the computing results are more acceptable.
In this paper, to overcome the above drawbacks, a
qualitative aggregation operator is proposed. The structure
of the article is showed as follows: In section 2, the
linguistic term set will be reviewed and extended, the
extended linguistic scale function will be proposed,



distance measure on the the linguistic term set will be
defined. In section 3, a mathematical programming model
will be built, a new linguistic information aggregation
operator is proposed and its properties will be studied. The
operator will be applied to the aggregation processes of the
multi-attribute group decision making problems, such as
obtaining the opinions of the group and the composite
scores of the alternatives. In addition, the aggregation
results are still in the original linguistic term set. In section
4, on the foundation of the proposed distance, a distance

and a similarity measure between two matrices are defined.

The similarity measure is applied for obtaining the
experts' weights. In section 5, The group's opinions matrix
is transformed into a 2-tuple matrix, the attribute weights
will be computed based on the 2-tuple matrix. In section 6,
an application example will be proposed to prove the new
method are effective and acceptable in the MAGDM
problems.

Il.  PRELIMINARIES

In this section, the linguistic term set will be reviewed
and extended, the extended linguistic scale function will be
proposed, distance measure on the the linguistic term set
will be defined.

Let L ={|i|i =01,...,0},(g =2k,k € N) be a totally
ordered discrete and finite term set. Where | denotes a

possible value for a linguistic variable, N is the set of
natural numbers.

Usually, any element of the set L should be satisfied
the following four characteristics [9]:
1) Order relation: |, <1, if i<j.
2) Negation operator neg (1) =1, where i=g—]j.
3) Max operator: max{l;.l } = I, |f i>].
=ity
We extend Lto L ={l,[x<[0,gT}If I, eL, then we

call | the original term, otherwise, we call | the virtual
term.
Definition 1. Let L ={l,|x<[0,g]} be a extended

4) Min operator: min{l. .l

I eL, a binary relation

X ! Xy

linguistic term set. For any |
< is defined by
I, <I, ©@x <xandl, =1, <X =X,.

Defmmon 2. Let L={1,[i=041,...,g}be a linguistic term

X2

set and v:L —[01] be a function. For any I, eL,Vis
defined by [10]:
v(l) =7 @
Where 7, €[01](i=01,...,9),
O=yy<n<.<y, =1

V is the linguistic scale function. Clearly, V is a strictly
monotonically increasing function, so the inverse function

of V exists and is denoted byv™
We extend the linguistic scale function V to L :
Definition 3. Let L ={l [xe[0,g]} be a extended

linguistic term set and \7:[—)[0,1] be a strictly

monotonically increasing continuous function. For any
l, € L, V is defined by:

\7(|i)27/xI ' 2
where y, e[01]. If y, e L then V(I;) =v(l;).

V is called the extended linguistic scale function. V is a
strictly monotonically increasing continuous function, so

the inverse function of V exists and is denoted by v
Definition 4. Let L ={l,|x [0, gT}be a extended linguistic
term set, d 1 Lx L —[0,1] be a binary function. For any
l,..I,, L d isdefined by

dd, 1) =[va,)-vaq, ®)
Property 1. Let [={| xe[0,gT}be a extended linguistic

Xz

| eL,d satisfies the following

X‘X’X

term set. For any |

five conditions:
1) 0<d(| 1,IXZ) <1.

2) d(l,,1,)<d(,,1,).d0, .0, <
3) d(l,,1,)=0v eL.
4 d(,.1,)=d{,.l).
5) d(l,.,1,,))+d(l, 1) =d(,.1,).

So d is a distance measure on L .and d is also a
distance measure on L .

d(lx’x)(xl<x 3)'

X'X

X1°X

I1l. A NEW LINGUISTIC INFORMATION AGGREGATION
OPERATOR

Base on the proposed distance measure, a new

linguistic information aggregation operator will be
defined and its properties will be studied.
Suppose (1, 1, ,...,1, ) e L", W= (W,,W,,...,w,)", such

that w, > O'Zwi —1. Consider the function

i=1

S(\7(|x))=iwi(d(|x, D)= ZW(V(I )=V(1,)°

~9h(,)-2(3 W, )9,) + S wlh(,)- @

Where x €[0,g]-

Obviously, the axis of symmetry about S(v(l,)) is
V()= _Zn‘,wiv(lx, ).and min S(V(I,)) = S(V(l;)) -
Lemma 71. Suppose that y,,y, €[0,9],y, <y, .and
70,0 =2 W, )

1) If v(I ) <V(l ) then S(V(l,))>S(V(l,)).
2) Ifv(l, )>v(I ) thenS(v(l, ))<S(v(| ))
V(I )<v(l)<v(,), then

It 7(1,)-V(,)<V(,)-V(l,) then

S, ))<sv(,))-

Ifv(,)-v(,)=v(, )-v(l,) then



S(v(,))>sv(,))-

V() -v(,)=v(,)-Vv(,) then

s, ))=s(,)-
Proof. Since S is a quadratic function of v (I,) ,Lemma 1
hold.

Suppose that y, > O,anwi —1,consider the
i=1
mathematical programming as follows:

n
(MP)"min f(1,) = > w, (d(l,.,1,))* - ()
x i=1
For V(';)=Zn:Wi\7(|xi) since V is a strictly
i=1
monotonically increasing and continuous function, so its
inverse function v'is also a strictly monotonically
increasing and  continuous  function, denote

L =v W)

Theorem 1. Let |”be the optimal solution of MP.
DIfl el then I" =1, .

2)If | ¢ L, then there exists a non-negative integer
k(0<k<g-1)suchthat I, <I_<I,,,.

£ 7(1,)-v() >V (l,,,)—V(l,) then I" =1,
1£7(1,)-v(,) <V(l,,)—V(l,) then I =1, .
£ 7(1,)-v(,) =V (l,.,) -V (l,) then I" =1, or

I :Ik+l'

In general, the information provided by experts for
each variable must be expressed by a simple linguistic
term, the modeling of linguistic information is limited. In
order to aggregate limited linguistic information, a new
linguistic term aggregation operator is proposed as
follows:

Definition 5. Let y : L" — Lbe a multiple mapping.

v(l I,.)el" .y, is defined by

x!xz

Wl b vl ) = maxdl l, e L, £ (1) =min £(1,)3- 6)

Where w = (w,
i=1
The aggregation operatory/,, ensures that the results of

aggregation belongsto L .

Property 2. (Boundedness) For any (.1, ) el
mln(lx 1ihx, 1mem xn)Sl//w(lel Xy 17T )<max(|x 1 ix, 0 "Ix")'
Property 3. (Focus effect) Let (Y oot B I (IR IPOON
e L".If W, is sufficiently closeto 1and I, w1, then
‘//w(lxl' X, ! ) l//w(lyl Yo ! lly )
Property 4. (Monoton|C|ty) Let (Y et D I (Y O
el If IXi < Iyi (i=12,...,n) then
WW(IX1'|x2""’Ixn)§WW(|y17|yz!'"llyn)'

,WZ’“.,Wn)T ,such that w; >0, Zn:Wi -1

653

Definition 6. Let L ={I/i=0,1...,g} be a linguistic term

. .
set. For any (I 1, ..., ). (1,1, ..., Jel", a binary
) n. .
relation <, 5, ) on L"is defined by
(Lo bel) S@aay (yoly el ) &

En:wivaxl) < ZWiV('y‘ ), Where > o,iwi =1. (1)

Definition 7. Let w, :L" —(L,R) be a multiple
mapping. For any (I

X’X’

L )el", o, is defined by

o Ul ol )l ) Y w0, @)

Where W, >0'2Wi =1

i=1

2-tuple (U ”),zwivaxl )) represents the
i=1

aggregating result of the linguistic information

(bl )el” -y, (0,1, ) represents the

aggregating result of linguistic term, Zn:WiV(k) is a
i=1 I
value supporting of the order

on L".

numerical relation

Swid)

IV. ASIMILARITY MEASURE BETWEEN TWO
PREFERENCE MATRICES

In this section, a similarity measure between two
linguistic terms will be used to obtain the experts' weights,
then the group's opinions are received.

Let A={A,A,,.. A} be a discrete set of

alternatives, C ={C,,C,,...,C } be the set of attributes,
E={E, E,,... E }be the set of experts. Suppose that
Q={Q,,Q,,...Q,} is the set of preference matrices
given by the decision makers. Q = (I (p=12,...,r),

Where |UP el is a linguistic preference value for

mxn ?

alternatives A (i =1,2,...,m) with respect to the attributes
C,(j=12,...,n) given by the experts E (p=12,..,r).
Definition 8. Let D:QxQ — R be a binary function. For
any Q°,Q%eQ, D is defined by

D(Q Q )_mizzd(lul ij (9)

Definition 9. Let S:QxQ —[0,1] be a binary function.
Forany Q°,Q%eQ, S is defined by
5(Q".Q") =1-D(Q".Q"). (10)

Where D(QP,Q?) is the distance measure between
QPand Q. S(QP,Q) is the similarity degree between
QPand Q°.

Obviously, the bigger of D(Q",Q") is, the smaller of

S(QP,Q") is. Especially if Q° =Q*, then



D(Q®,Q")=0=5(Q",Q")=1.
The total similarity degree between decision maker
E®(p=1.2,..,r)and the other decision makers is:

$*=)8(Q".Q"), p=q. (11)
q=1
The total degree of similarity among experts EP
(p=12,...r)is:
(12)

S=>s"
p=1
Since the higher level of similarity degree, the higher
weight is given to the expert, so the weight of expert E”
can be denoted by:

WEP:SP/§. (13)

V. APPLICATION IN THE MAGDM

In this section, the deviation among the alternatives
will be defined and attribute weights will be obtained.

In the multiple attribute decision making, these
alternatives are compared by the synthesized attribute
values. The distance is used as the deviation. If all the
alternatives under the value of the attribute with the
smaller deviation, it means that the attribute has less
affection in the alternatives' sorting. On the contrary, if the
attribute has a larger deviation in the value of the attribute
for all the alternatives, it means that the attribute will play
an important role in the sorting. Therefore, how to order
the alternatives will be considered, the value of the
attribute which has a larger distance should be given a
larger weight [11].

In the MAGDM problems, by using formulas (9-13)

and operatorw'/’ , the the group’s opinions are received. As
the process of aggregating group's opinions may lose a lot
of linguistic information. In order to avoid this drawback,

e e
base on Definition 7, we transform | (1) into 2-tuple
%G, 1), 2w,V (12))

)

P
For attributes C,(j=12,...,n) . Vv, represents the
deviation among the alternatives:

V=33 S, T -

Sw,iae)- 14
i=1 t=1|p=1 p=1

Since a larger deviation should be given a larger weight,
the weights of attributesc;j can be expressed by:.

w :lezlvj .
=

Base on the numerical value supporting of the order
relation, rank the alternatives by the value of

2 Wi Qo we, V(G))
j=1 p=1

The steps for solving the MAGDM problems are
expressed as follows:

Step 1. Chose a linguistic scale V(I ).

Step 2.The experts' weights are computed by the
formulas (9-13).

(15)
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Step 3. Utilize model MP to obtain the group's opinions
matrix Q% = (1°(i, j)) , transform I into 2-tuple

G, 0), 2w, V(1))
p=1
Step 4. The deviation Vv, among the alternatives are

calculated by formula (14).

Step 5. Use equation (15) to compute the each attribute
weight..

Step 6. Rank the alternatives by the value

of > w; (> w,,V(I?))-
j=1 p=1

VI.  NUMERICAL EXAMPLE

Let us suppose there is a talent search show, which
wants to select the best talented person. There are three

experts EP(p=123) to evaluate the five competitors
A(i=12345) , according to the following four
criterion: C, is introduce myself; C, is self-cultivation;
C, is stage performance; C, is competence of meeting an
emergency. The five competitors A (i =1,2,3,4,5) are to
be evaluated using the linguistic term set:
L ={l, = very poor, |, = poor, |, = slightly poor, I, = fair,
I, =slightly good, I, =good, I, =very good}.

The preference matrices given by the three experts are
Q',Q?,Q? showed as follows:

C, C, C, C, Cc, C, C, C,
o R P P A, 1, 1L
Al L, L N A

A=Al 1, I, I, QA=A L, I, 1, I
ALl 1, 1, 0 1 P P N
Al 1 1 Al L

c, C, C, C,

A, Lo

VN B P R P

Q*=A 1, I, I, I,

LV R T O

Al 1y
Step 1. Take the linguistic scale V(1 )= x/6.

Step 2. By using formulas (9), distance measures
between two linguistic preference matrices are calculated:

D(Q},Q%)=0.2333, D(Q!,Q%) =0.2750,
D(Q?,Q%) =0.3417.

By using formulas (10), similarity measures between
two linguistic preference matrices are:

S(Q',Q%) =1-D(Q*,Q") =0.7667,
S(Q',Q°%) =1-D(Q*,Q?) =0.7250,
S(Q%,Q% =1-D(Q*,Q%) =0.6583.
By using formulas (11), the total similarity degree
between decision maker EP(p=1,2,3) and the other
decision makers are:



$'=5(Q",Q%)+5(Q",Q*) =1.4917,
$?=5(Q",Q%)+5(Q*Q?) =1.4250,
$°*=5(Q",Q%)+5(Q%,Q°) =1.3833.
Base on formulas (12), the total degree of similarity
among expertsE®(p=12,3) is:  §_— ZSZS P — 4.3000.
p=1
Base on formulas (13), the experts' weights are:
w' =0.3469,w” = 0.3314,w’ = 0.3217.

Step 3. By using the MP model, the group's opinions
are obtained:

c, C, C, C,
Al 1, 1,
A2 |1 |2 |3 |4
Q°=A 1, I, 1, I,
Al 1 1,
Al Tl

the aggregation results of group's opinions 1€ (i, j) can be

transform into 2-tuple (j¢j, j) Zr:W (P )):
! ! EP Xij

p=1
c, c, c, C.

A ((1,04984)  (1,0.5042)  (1,,0.2245) (1,,0.4390)

A, | (1,0.1667)  (1,,02723) (1,05016) (I,0.4390)

A, | (,06651) (1,0.4480) (1,,05562) (I,,0.4386) |

A, | (1,,0.8350)  (1,,0.4390) (1,0.4926) (l,,0.4506)

A ((,06182)  (1,0.1089)  (1,,0.4422) (1,,0.4432)

Step 4. Base on formula (14), calculate the deviation
V;(1,2,3,4) among the alternatives:

V, =6.0132,V, =3.8652,V, = 2.8912,V, =1.8712.

Step 5. Use equation (15) to compute the each attribute
weights:

w' = (0.4107,0.2640,0.1975,0.1278)" .
Step 6. Rank the alternatives by the value of

> Wi (w97 ) =0.4382,
=1 p=1
> Wi (W, 94)))) = 0.3246,
j=1 p=1
> wi w9 )) = 0.5573,
=1 p=1
> Wi w,, 9P ) =0.6137,
j=1 p=1

DWW, (ZWED\%Q; )) = 0.42686.
j=1 p=1
Since 0.6137>0.5573>0.4382>0.4266>0.3246, then
AGAIAGADA
So the best alternative is A, .

By using the 2-tuple linguistic representation model [5]
to deal with the problem above, the composite scores of

ALALALA,L A are (1,,-0.37),(1,,-0.05) ,(1,,0.34),
(1,,-0.34),(l,,—0.44) respectively, then

AdAOAGADA.
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The results of the computing are the same, however, in
the process of aggregating linguistic information, there
exist some problems in the symbolic method, such as
0.5®I1,®0.5®I,=1,, do not make sense

becausel, , & L .

VII. CONCLUSIONS

This paper has proposed a new operator and its
properties has been studied. Furthermore, the new operator
is applied to obtain the group's opinions in the MAGDM
problems. The linguistic information still belongs to the
original linguistic term set no matter how to calculate. In
order to avoid losing linguistic information in the process
of aggregating group's opinions. The group's opinions
matrix is transformed into a 2-tuple matrix. According to
the numerical value supporting of the order relation, the
best alternative is obtained. In the future, we will find other
distances which can deal with the linguistic scale function,
then obtain the new operators with the better properties.
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