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Abstract—This paper proposes a new method to deal with 

the multi-attribute group decision making (MAGDM) 

problem. Firstly, a new distance measure between two 

linguistic terms  is defined, then  a new linguistic information 

aggregation operator based on the  distance measure is 

proposed and their properties are studied.  Secondly, in 

order to deal with  multi-attribute group decision making 

problem under linguistic environment, a similarity measure 

between two linguistic preference matrices is proposed.  The 

aggregation operator and the similarity measure are applied 

to a MAGDM problem.  Finally, a numerical example is 

proposed to prove that the new operator is effective in the 

MAGDM problems. This method avoid the case that a 

numerical value  times a linguistic information and the 

results of evaluation are  still belongs to the original 

linguistic term set no matter how to calculate.  By using the 

supporting of the order, the linguistic information can not be 

lose in the aggregation process.  

Keywords-Distance measure; linguistic information; 

aggregation operator;  similarity measure; MAGDM 

I. INTRODUCTION  

With the development of modern society, the various 
types of decision problems become more and more 
complex in the social economic life. The Multiple 
Attribute Decision Making (MADM) problem is a type of 
multi-objective decision problem, which has been found 
wide applications in economics, management, the military 
and so on.  A very important step for solving MAGDM 
problem is to aggregate group information. The key to 
aggregating group information is aggregation functions or 
aggregation operators, which have been extensively 
investigated. In real life, due to the complexity of the 
decision making problems, people prefer to use the 
linguistic information rather than use the precise value. For 
example, when people describe the speed of a car, they 

usually use linguistic variables such as ‘‘fast’’, ‘‘normal’’, 
‘‘slow’’ instead of the precise value [1].  

For dealing with the linguistic information in the 
decision making, there have been several methods for 
aggregate linguistic information: extension principle [2], 
symbolic method [3], linguistic scale method [4], 2-tuple 
linguistic representation model [5]. The minimum like t-
norms, copulas and quasi-copulas, the maximum like t-
conorms, dual quasi-copulas, dual copulas, between 
minimum and maximum like means, weighted means [6], 
the lexmax (Discrimax) and lexmin (Discrimin) methods 
[7] and so on.  When the aggregation operators are used to 
deal with the linguistic information, the defined discrete 
linguistic values will be necessarily extended to the 
continuous ones as in a simple operation using the 

subscripts of linguistic terms: 5.232 5.05.0 lll 
. In 

such cases, there is an awareness that 5.2l  does not have 
any syntax or semantics assigned, because such a virtual 
linguistic term makes sense only in comparison and in 

operation. Nevertheless, the existence of 5.2l  may affect the 
effectiveness of linguistic term sets to some extent because 
linguistic term sets would be the same as uncertain 
linguistic variables in this situation [8]. The minimum 
operator and the maximum operator are not satisfied the 
conditions such as strict-Pareto and restricted 
compensation.  Didier Dubois [7] has presented that a 
qualitative aggregation operator should meet the three 
requirements: focus effect, strict-Pareto, restricted 
compensation. The qualitative aggregation operators can 
make good use of the characteristic of the linguistic 
variables, and the computing results are more acceptable. 

 In this paper, to overcome the above drawbacks, a 
qualitative aggregation operator is proposed. The structure 
of the article is showed as follows: In section 2, the 
linguistic term set will be reviewed and extended, the 
extended linguistic scale function will be proposed, 
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distance measure on the the linguistic term set will be 
defined.  In section 3, a mathematical programming model 
will be built, a new linguistic information aggregation 
operator is proposed and its properties will be studied. The 
operator will be applied to the aggregation processes of the 
multi-attribute group decision making problems, such as 
obtaining the opinions of the group and the composite 
scores of the alternatives. In addition, the aggregation 
results are still in the original linguistic term set. In section 
4, on the foundation of the proposed distance, a distance 
and  a similarity measure between two matrices are defined. 
The similarity  measure is applied for obtaining the 
experts' weights. In section 5, The group's opinions matrix 
is transformed into a 2-tuple matrix, the attribute weights 
will be computed based on the 2-tuple matrix. In section 6, 
an application example will be proposed to prove the new 
method are effective and acceptable in the MAGDM 
problems. 

II. PRELIMINARIES 

In this section, the linguistic term set will be reviewed 
and extended, the extended linguistic scale function will be 
proposed, distance measure on the the linguistic term set 
will be defined. 

Let ),2(},,...,1,0{ NkkggilL i   be a totally 

ordered discrete and finite term set. Where 
il denotes a 

possible value for a linguistic variable, N is the set of 

natural numbers. 

Usually, any element of the set L  should be satisfied 
the following four characteristics [9]: 

1) Order relation: 
ji ll  if ji  . 

2) Negation operator:
ji llneg )( , where jgi  . 

3) Max operator:
iji lll }.max{  if ji  . 

4) Min operator: 
iji lll }.min{  if ji  . 

We extend L to }],0[{
~

gxlL x  .If Llx  , then we 

call 
xl the original term, otherwise, we call 

xl the virtual 

term. 

Definition 1. Let }],0[{
~

gxlL x   be a extended 

linguistic term set. For any Lll xx

~
,

21
 , a binary relation 

  is defined by  

2121
xxll xx  and 

2121
xxll xx  . 

Definition 2. Let },...,1,0{ gilL i  be a linguistic term 

set and ]1,0[: Lv be a function. For any Lli  , v is 

defined by [10]: 

iilv )( .                              (1) 

Where  ),...,1,0](1,0[ gii  , 

1...0 10  g . 

v  is the linguistic scale function. Clearly, v  is a strictly 

monotonically increasing function, so the inverse function 

of v  exists and is denoted by
1v . 

We extend the linguistic  scale function v  to L
~

: 

Definition 3. Let }],0[{
~

gxlL x  be a extended 

linguistic term set and ]1,0[
~

:~ Lv be a strictly 

monotonically increasing continuous function. For any 

Ll
ix

~
 , v~  is defined by:  

ixilv )(~ ,                               (2) 

where ].1,0[
ix      If L

ix  ,then )()(~
ii lvlv  . 

v~ is called the extended linguistic scale function. v  is a 

strictly monotonically increasing continuous function, so 

the inverse function of v~  exists and is denoted by 1~v . 

Definition 4. Let }],0[{
~

gxlL x  be a extended linguistic 

term set, ]1,0[
~~

:  LLd be a binary function. For any 

Lll xx

~
,

21
 , d is defined by 

.)(~)(~),(
2121 xxxx lvlvlld                   (3) 

Property 1. Let }],0[{
~

gxlL x  be a extended linguistic 

term set. For any Llll xxx

~
,,

321
 , d  satisfies the following 

five conditions: 

1) .1),(0
21
 xx lld  

2) 
1 2 1 3 2 3 1 3 1 2 3( , ) ( , ), ( , ) ( , )( )x x x x x x x xd l l d l l d l l d l l x x x    . 

3) .
~

.0),( Lllld xxx   

4) 
1 2 2 1

( , ) ( , )x x x xd l l d l l . 

5) ),(),(),(
313221 xxxxxx lldlldlld  . 

So d is a distance measure on L
~

,and d is also a 

distance measure on L . 

III. A NEW LINGUISTIC INFORMATION AGGREGATION 

OPERATOR 

Base on the proposed distance measure, a new 

linguistic information aggregation operator will be 

defined and its properties will be studied. 

Suppose n

xxx Llll
n
),...,,(

21

, T

nwwww ),...,,( 21 , such 

that 1,0
1

 


n

i

ii ww . Consider the function 





n

i

xxi

n

i

xxix lvlvwlldwlvS
ii

1

2

1

2 ))(~)(~()),(())(~(  

2 2

1 1

( ) 2( ( )) ( ) ( )
i i

n n

x i x x i x

i i

v l w v l v l w v l
 

   % % % % .           (4) 

Where ],0[ gx . 

Obviously, the axis of symmetry about ))(~( xlvS is 





n

i

xix i
lvwlv

1

)(~)(~ ,and ))(~())(~(min xx
Ll

lvSlvS
x




. 

Lemma 1. Suppose that 
2121 ],,0[, yygyy  ,and 





n

i

xix i
lvwlv

1

)(~)(~ . 

1) If )(~)(~
2 xy lvlv  ,then ))(~())(~(

21 yy lvSlvS  . 

2) If )(~)(~
1 xy lvlv  ,then ))(~())(~(

21 yy lvSlvS  . 

3) If )(~)(~)(~
21 yxy lvlvlv  , then  

If )(~)(~)(~)(~
21 xyyx lvlvlvlv  ,then 

))(~())(~(
21 yy lvSlvS  . 

If )(~)(~)(~)(~
21 xyyx lvlvlvlv  ,then 
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))(~())(~(
21 yy lvSlvS  . 

If )(~)(~)(~)(~
21 xyyx lvlvlvlv  ,then 

))(~())(~(
21 yy lvSlvS  . 

Proof. Since S is a quadratic function of )(~
xlv ,Lemma 1 

hold. 

Suppose that 



n

i

ii ww
1

1,0 ,consider the 

mathematical programming as follows: 

(MP)    





n

i

xxix
Ll

lldwlf
i

x 1

2)),(()(min .              (5) 

For 



n

i

xix i
lvwlv

1

)(~)(~ ,since v~ is a strictly 

monotonically increasing and continuous function, so its 

inverse function 1v is also a strictly monotonically 

increasing and continuous function, denote 

))(~(
1

1 



n

i

xix i
lvwvl . 

Theorem 1. Let *l be the optimal solution of MP. 

1)If 
xl L , then *

xl l . 

2)If 
xl L , then there exists a non-negative integer 

)10(  gkk ,such that 
1k x kl l l   . 

If )(~)(~)(~)(~
1 xkkx lvlvlvlv  

,then 
1

*

 kll . 

If )(~)(~)(~)(~
1 xkkx lvlvlvlv  

,then 
kll * . 

If )(~)(~)(~)(~
1 xkkx lvlvlvlv  

,then 
kll *  or 

1

*

 kll . 

In general,  the information provided by experts for 

each variable must be expressed by a simple linguistic 

term, the modeling of linguistic information is limited. In 

order to aggregate limited linguistic information, a new 

linguistic term aggregation operator is proposed as 

follows: 

Definition 5. Let LLn

w : be a multiple mapping.  

n

xxx Llll
n
 ),...,,(

21

,
w is defined by 

})(min)(,max{),...,,(
21

Ll
xkkkxxxw

x

n
lflfLlllll



 . (6) 

Where T

nwwww ),...,,( 21 ,such that ,0iw 1
1




n

i

iw . 

The aggregation operator
w  ensures that the results of 

aggregation belongs to L . 

Property 2. (Boundedness) For any n

xxx Llll
n
),...,,(

21

, 

),...,,max(),...,,(),...,,min(
212121 nnn xxxxxxwxxx lllllllll  . 

Property 3. (Focus effect) Let ),...,,(
21 nxxx lll ),...,,(

21 nyyy lll  

nL .If kw is sufficiently close to 1 and 
kk yx ll  ,then 

),...,,(),...,,(
2121 nn yyywxxxw llllll   . 

Property 4. (Monotonicity) Let ),...,,(
21 nxxx lll ),...,,(

21 nyyy lll  

nL . If ),...,2,1( nill
ii yx  ,then 

),...,,(),...,,(
2121 nn yyywxxxw llllll   . 

Definition 6. Let },...,1,0{ gilL i   be a linguistic term 

set. For any n

yyyxxx Lllllll
nn
),...,,(),,...,,(

2121

, a binary 

relation ))(~,( xlvw on 
nL is defined by 

 ),...,,(),...,,(
2121 ))(~,( nxn yyylvwxxx llllll  

 
 


n

i

n

i

yixi ii
lvwlvw

1 1

)(~)(~ , where 



n

i

ii ww
1

1,0 .   (7) 

Definition 7. Let ),(: RLLn

w   be a multiple 

mapping. For any n

xxx Llll
n
),...,,(

21

,
w is defined by 

))(~),,...,,((),...,,(:
1

2121 



n

i

xixxxwxxxw inn
lvwllllll  .       (8) 

Where 



n

i

ii ww
1

1,0 . 

2-tuple ))(~),,...,,((
1

21 


n

i

xixxxw in
lvwlll  represents the 

aggregating result of the linguistic information 
n

xxx Llll
n
),...,,(

21

. ),...,,(
21 nxxxw lll  represents the 

aggregating result of linguistic term, 


n

i

xi i
lvw

1

)(~ is a 

numerical value supporting of the order relation 

))(~,( xlvw on 
nL . 

IV. A SIMILARITY MEASURE BETWEEN TWO 

PREFERENCE MATRICES 

In this section, a similarity measure between two 

linguistic terms will be used to obtain the experts' weights, 

then the group's opinions are received. 

Let },...,,{ 21 mAAAA  be a discrete set of 

alternatives, },...,,{ 21 nCCCC  be the set of attributes, 

},...,,{ 21 rEEEE  be the set of experts. Suppose that 

},...,,{ 21 rQQQQ  is the set of preference matrices 

given by the decision makers.
nm

p

ij

p lQ  )( , ),...,2,1( rp  , 

Where Ll p

ij   is a linguistic preference value for 

alternatives ),...,2,1( miAi  with respect to the attributes 

),...,2,1( njC j  given by the experts ),...,2,1( rpE p  . 

Definition 8. Let RQQD :  be a binary function. For 

any QQQ qp , , D  is defined by 


 


m

i

n

j

q

ij

p

ij

qp lld
mn

QQD
1 1

),(
1

),( .                (9) 

Definition 9. Let ]1,0[: QQS  be a binary function. 

For any QQQ qp , , S  is defined by 

),(1),( qpqp QQDQQS  .               (10) 

Where ),( qp QQD is the distance measure between 

pQ and qQ . ),( qp QQS  is the similarity degree between 

pQ and qQ . 

Obviously, the bigger of ),( qp QQD is, the smaller of 

),( qp QQS  is. Especially if qp QQ  , then 
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1),(0),(  qpqp QQSQQD . 

The total similarity degree between decision maker 

),...,2,1( rpE p  and the other decision makers is: 

.,),(
1

qpQQSS
r

q

qpp 


                    (11) 

The total degree of similarity among experts pE  

),...,2,1( rp  is: 

.
1





r

p

pSS                                (12) 

Since the higher level of similarity degree, the higher 

weight is given to the expert, so the weight of expert 
pE  

can be denoted by: 

SSw p

E p / .                          (13) 

V. APPLICATION IN THE MAGDM 

In this section, the deviation among the alternatives 
will be defined and attribute weights will be obtained. 

In the multiple attribute decision making, these 
alternatives are compared by the synthesized attribute 
values. The distance is used as the deviation. If all the 
alternatives under the value of the attribute with the 
smaller deviation, it means that the attribute has less 
affection in the alternatives' sorting. On the contrary, if the 
attribute has a larger deviation in the value of the attribute 
for all the alternatives, it means that the attribute will play 
an important role in the sorting. Therefore, how to order 
the alternatives will be considered, the value of the 
attribute which has a larger distance should be given a 
larger weight [11]. 

In the MAGDM problems, by using formulas (9-13) 

and operator w
, the the group's opinions are received. As 

the process of aggregating group's opinions may lose a lot 
of linguistic information. In order to avoid this drawback, 

base on Definition 7, we transform ),( jil G

 into 2-tuple 

))(~),,((
1




r

p

p

xE

G

ij
p lvwjil . 

For attributes ),...,2,1( njC j  ,
jV represents the 

deviation among the alternatives: 

 
   


m

i

m

t

r

p

r

p

p

xE

p

xEj tj
p

ij
p lvwlvwV

1 1 1 1

)(~)(~ .        (14) 

Since a larger deviation should be given a larger weight, 

the weights of attributes
jC  can be expressed by:. 





n

j

jjj VVw
1

/ .                        (15) 

Base on the numerical value supporting of the order 
relation, rank the alternatives by the value of 

))(~(
11





r

p

p

xE

n

j

j ij
p lvww . 

The steps for solving the MAGDM problems are 
expressed as follows: 

Step 1. Chose a linguistic scale )(~
xlv . 

Step 2.The experts' weights are computed by the 
formulas (9-13). 

Step 3. Utilize model MP to obtain the group's opinions 

matrix )),(( jilQ GG  , transform G

ijl into  2-tuple 

))(~),,((
1




r

p

p

xE

G

ij
p lvwjil . 

Step 4. The deviation 
jV among the alternatives are 

calculated by formula (14). 
Step 5. Use equation (15) to compute the each attribute 

weight.. 
Step 6. Rank the alternatives by the value 

of ))(~(
11





r

p

p

xE

n

j

j ij
p lvww . 

VI. NUMERICAL EXAMPLE 

Let us suppose there is a talent search show, which 
wants to select the best talented person. There are three 

experts )3,2,1( pE p to evaluate the five competitors 

)5,4,3,2,1( iAi
, according to the following four 

criterion:
1C  is introduce myself; 

2C  is self-cultivation; 

3C  is stage performance; 
4C  is competence of meeting an 

emergency.  The five competitors )5,4,3,2,1( iAi
 are to 

be evaluated using the linguistic term set: 

 0{lL very poor, 1l poor, 2l slightly poor, 3l fair, 

4l slightly good, 5l good, 6l very good} . 

   The preference matrices given by the three experts are 
321 ,, QQQ  showed as follows: 

4321 CCCC                     
4321 CCCC  

5

4

3

2

1

1

A

A

A

A

A

Q 























3206

4225

0434

4311

2243

llll

llll

llll

llll

llll

       

5

4

3

2

1

2

A

A

A

A

A

Q 























1312

3116

6243

4401

1132

llll

llll

llll

llll

llll

 

4321 CCCC  

5

4

3

2

1

3

A

A

A

A

A

Q 























4313

1654

2415

4241

5124

llll

llll

llll

llll

llll

 

Step  1. Take the linguistic scale .6/)(~ xlv x   

Step 2. By using formulas (9), distance measures 
between two linguistic preference matrices are calculated:  

,2333.0),( 21 QQD     ,2750.0),( 31 QQD  

.3417.0),( 32 QQD  

By using formulas (10), similarity measures between 
two linguistic preference matrices are: 

,7667.0),(1),( 121  QQDQQS k  

,7250.0),(1),( 231  QQDQQS k  

.6583.0),(1),( 332  QQDQQS k  

By using formulas (11), the total similarity degree 

between decision maker )3,2,1( pE p  and the other 

decision makers are: 
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,4917.1),(),( 31211  QQSQQSS  

,4250.1),(),( 32212  QQSQQSS  

.3833.1),(),( 32313  QQSQQSS  

Base on formulas (12), the total degree of similarity 

among experts )3,2,1( pE p  is:     



3

1

.3000.4
p

pSS  

Base on formulas (13), the experts' weights are: 

.3217.0,3314.0,3469.0 321  www  

Step 3. By using the MP model,  the group's opinions  
are obtained: 

4321 CCCC  

5

4

3

2

1

A

A

A

A

A

QG 























3314

3335

3334

4321

3133

llll

llll

llll

llll

llll

 

the aggregation results of group's opinions ),( jil G  can be 

transform  into 2-tuple ))(~),,((
1




r

p

p

xE

G

ij
p lvwjil : 

1C                  
2C                

3C                
4C  

5

4

3

2

1

A

A

A

A

A























)4432.0,()4422.0,()1089.0,()6182.0,(

)4506.0,()4926.0,()4390.0,()8350.0,(

)4386.0,()5562.0,()4480.0,()6651.0,(

)4390.0,()5016.0,()2723.0,()1667.0,(

)4390.0,()2245.0,()5042.0,()4984.0,(

3314

3335

3334

4321

3133

llll

llll

llll

llll

llll

. 

Step 4. Base on formula (14), calculate the deviation 

)4,3,2,1(jV  among the alternatives: 

.8712.1,8912.2,8652.3,0132.6 4321  VVVV  

Step 5. Use equation (15) to compute the each attribute 
weights:    

.)1278.0,1975.0,2640.0,4107.0( Tw   

Step 6. Rank the alternatives by the value of 

1

1 1

( ( )) 0.4382,p
j

n r
p

j xE
j p

w w v l
 

   %  

2

1 1

( ( )) 0.3246,p
j

n r
p

j xE
j p

w w v l
 

   %  

3

1 1

( ( )) 0.5573,p
j

n r
p

j xE
j p

w w v l
 

   %  

4

1 1

( ( )) 0.6137,p
j

n r
p

j xE
j p

w w v l
 

   %  

5

1 1

( ( )) 0.4266.p
j

n r
p

j xE
j p

w w v l
 

   %  

Since 0.6137>0.5573>0.4382>0.4266>0.3246, then 

25134 AAAAA   

So the best alternative is 
4A . 

By using the 2-tuple linguistic representation model [5] 
to deal with the problem above, the composite scores of 

54321 ,,,, AAAAA  are )37.0,( 3 l , )05.0,( 2 l , )34.0,( 3l , 

)34.0,( 4 l , )44.0,( 2 l respectively, then 

25134 AAAAA  . 

The results of the computing are the same, however, in 
the process of aggregating linguistic information, there 
exist some problems in the symbolic method, such as 

5.232 5.05.0 lll   do not make sense 

because Ll 5.2
. 

VII. CONCLUSIONS 

This paper has proposed a new operator and its 
properties has been studied. Furthermore, the new operator 
is applied to obtain the group's opinions in the MAGDM 
problems.  The linguistic information still belongs to the 
original linguistic term set no matter how to calculate. In 
order to avoid losing linguistic information in the process 
of aggregating group's opinions. The group's opinions 
matrix is transformed into a 2-tuple matrix. According to 
the numerical value supporting of the order relation, the 
best alternative is obtained. In the future, we will find other 
distances which can deal with the linguistic scale function, 
then obtain the new operators with the better properties. 
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