# A Ranking Method of Triangular Intuitionistic Fuzzy Numbers and Application to Decision Making 

Deng Feng Li ${ }^{*}$<br>School of Management, Fuzhou University<br>Fuzhou 350108, Fujian, China<br>E-mail: $\underline{\text { dengfengli@sina.com or lidengfeng@fzu.edu.cn }}$<br>Jiang Xia Nan<br>College of Information Engineering, Dalian University<br>Dalian 116622, Liaoning, China<br>E-mail: jiangxia1107@163.com<br>Mao Jun Zhang<br>Department of Economics, Dalian University of Technology<br>Dalian 116024, Liaoning, China<br>E-mail: zmj@dlut.edu.cn<br>Received: 14-09-2009; Accepted: 22-04-2010


#### Abstract

Ranking of triangular intuitionistic fuzzy numbers (TIFNs) is an important problem, which is solved by the value and ambiguity based ranking method developed in this paper. Firstly, the concept of TIFNs is introduced. Arithmetic operations and cut sets over TIFNs are investigated. Then, the values and ambiguities of the membership degree and the non-membership degree for TIFNs are defined as well as the value-index and ambiguity-index. Finally, a value and ambiguity based ranking method is developed and applied to solve multiattribute decision making problems in which the ratings of alternatives on attributes are expressed using TIFNs. A numerical example is examined to demonstrate the implementation process and applicability of the method proposed in this paper. Furthermore, comparison analysis of the proposed method is conducted to show its advantages over other similar methods.
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## 1. Introduction

The ranking of fuzzy numbers is important in fuzzy multiattribute decision making (MADM). There exists a large amount of literature involving the ranking of fuzzy numbers ${ }^{1-9}$. Roughly speaking, a fuzzy number may be considered as a representation for an ill-known quantity. The intuitionistic fuzzy (IF) set introduced by Atanassov ${ }^{10}$ is a generalization of the fuzzy set ${ }^{11}$ and the IF set may express and describe information more
abundant and flexible than the fuzzy set when uncertain information is involved. Therefore, an ill-known quantity may also be expressed with an intuitionistic fuzzy number (IFN) in the sense of Atanassov. Recently, the IFN receives little attention and different definitions of IFNs have been proposed as well as the corresponding ranking methods of IFNs. Mitchell ${ }^{12}$ interpreted an IFN as an ensemble of ordinary fuzzy numbers and introduced a ranking method. Nayagam et $\mathrm{al}^{13}$ described a type of IFNs and introduced a method

[^0]of IF scoring that generalized Chen and Hwang's scoring ${ }^{4}$ for ranking of IFNs. However, these existing definitions of IFNs are complicated and the ranking methods of IFNs have tedious calculations. By adding a degree of non-membership, Shu et al ${ }^{14}$ defined triangular intuitionistic fuzzy numbers (TIFNs), but not given the ranking of TIFNs. By an analogy, Wang and Zhang ${ }^{15}$ defined a trapezoidal IF number and its expected value as well as a ranking method. Wang and Zhang transformed the ranking of trapezoidal IF numbers to that of interval numbers. As far as we know, the ranking of interval numbers is a difficult problem. Furthermore, different ranking methods of interval numbers maybe produce different ranking results for TIFNs, which can bring some difficulties for decision makers. TIFNs are special trapezoidal IF numbers and are commonly used in MADM problems. However, there exists little investigation on the ranking of TIFNs. Nan et al ${ }^{16}$ defined the ranking order relations of TIFNs, which are applied to matrix games with payoffs of TIFNs. In this paper, a value and ambiguity based ranking method is developed for TIFNs. The proposed method transforms the ranking of TIFNs to that of real numbers, which is easy to be handled and calculated. Moreover, the proposed ranking method can be extended to that of trapezoidal IF numbers ${ }^{15}$.

There are always uncertainty and imprecision existing in real-life decision making information. In order to develop a good methodology, the fuzzy set ${ }^{17}$, linguisticvalued ${ }^{18}$ and IF set ${ }^{19-21}$ are frequently used to describe imprecise and uncertain factors appearing in real-life decision problems. In this paper, the concept of an TIFN is considered as a representation for these uncertain factors in real-life decision situations and we study MADM problems in which the ratings of alternatives on attributes are expressed using TIFNs.

The rest of this paper is organized as follows. In Section 2, the concept of an TIFN is introduced. The arithmetic operations and cut sets of TIFNs are given. Section 3 defines the concepts of the value and ambiguity of the membership and the non-membership degrees as well as the value-index and ambiguity-index. Furthermore, a new ranking method of TIFNs is developed on the value-index and ambiguity-index. Section 4 presents MADM problems in which the ratings of alternatives on attributes are expressed with TIFNs, which is solved by the extended additive weighted method using the value and ambiguity based
ranking method proposed in this paper. A numerical example and short concluding remark are given in Sections 5 and 6, respectively.

## 2. Basic Definitions

### 2.1. The definition and operations of TIFNs

In this section, TIFNs and their operations are defined as follows.

Definition 1. An TIFN $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$ is $a$ special IF set on the real number set R , whose membership function and non-membership function are defined as in Fig. 1 as follows:

$$
\mu_{\tilde{a}}(x)=\left\{\begin{array}{cll}
w_{\tilde{a}}(x-\underline{a}) /(a-\underline{a}) & \text { if } & \underline{a} \leq x<a  \tag{1}\\
w_{\tilde{a}} & \text { if } & x=a \\
w_{\tilde{a}}(\bar{a}-x) /(\bar{a}-a) & \text { if } & a<x \leq \bar{a} \\
0 & \text { if } & x<\underline{a} \text { or } x>\bar{a}
\end{array}\right.
$$

and

$$
v_{\tilde{a}}(x)=\left\{\begin{array}{cl}
{\left[a-x+u_{\tilde{a}}(x-\underline{a})\right] /(a-\underline{a})} & \text { if } \underline{a} \leq x<a  \tag{2}\\
u_{\tilde{a}} & \text { if } x=a \\
{\left[x-a+u_{\tilde{a}}(\bar{a}-x)\right] /(\bar{a}-a)} & \text { if } a<x \leq \bar{a} \\
1 & \text { if } x<\underline{a} \text { or } x>\bar{a}
\end{array}\right.
$$

respectively, where the values $w_{\tilde{a}}$ and $u_{\tilde{a}}$ represent the maximum degree of membership and the minimum degree of non-membership, respectively, such that they satisfy the following conditions:

$$
0 \leq w_{\tilde{a}} \leq 1,0 \leq u_{\tilde{a}} \leq 1,0 \leq w_{\tilde{a}}+u_{\tilde{a}} \leq 1 .
$$



Fig. 1. An TIFN

Let

$$
\begin{equation*}
\pi_{\tilde{a}}(x)=1-\mu_{\tilde{a}}(x)-v_{\tilde{a}}(x), \tag{3}
\end{equation*}
$$

which is called as the IF index of an element $x$ in $\tilde{a}$. It is the degree of indeterminacy membership of the element $x$ to $\tilde{a}$.

If $\underline{a} \geq 0$ and one of the three values $\underline{a}, a$ and $\bar{a}$ is not equal to 0 , then the $\operatorname{TIFN} \tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$ is called as a positive TIFN, denoted by $\tilde{a}>0$. Likewise, if $\bar{a} \leq 0$ and one of the three values $\underline{a}, a$ and $\bar{a}$ is not equal to 0 , then the $\operatorname{TIFN} \tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$ is called as a negative TIFN, denoted by $\tilde{a}<0$.

An TIFN $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$ may express an illknown quantify, which is approximately equal to $a$. Namely, the ill-known quantify is expressed using any value between $\underline{a}$ and $\bar{a}$ with different degree of membership and degree of non-membership. In other words, the most possible value is $a$ with the degree of membership $w_{\tilde{a}}$ and the degree of non-membership $u_{\tilde{a}}$; the pessimistic value is $\underline{a}$ with the degree of membership 0 and the degree of non-membership 1 ; the optimistic value is $\bar{a}$ with the degree of membership 0 and the degree of non-membership 1 ; other value is any $x$ in the open interval ( $\underline{a}, \bar{a}$ ) with the membership degree $\mu_{\tilde{a}}(x)$ and the non-membership degree $v_{\tilde{a}}(x)$.

It is easy to see that $\mu_{\tilde{a}}(x)+v_{\tilde{a}}(x)=1$ for any $x \in \mathrm{R}$ if $w_{\tilde{a}}=1$ and $u_{\tilde{a}}=0$. Hence, the TIFN $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$ degenerates to $\tilde{a}=<(\underline{a}, a, \bar{a}) ; 1,0>$, which is just about a triangular fuzzy number (TFN) ${ }^{22}$. Therefore, the concept of the TIFN is a generalization of that of the TFN ${ }^{22}$.

Two parameters $w_{\tilde{a}}$ and $u_{\tilde{a}}$ are introduced in Definition 1 to reflect the confidence level and nonconfidence level of the TIFN $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$, respectively. Compared with the TFNs, TIFNs may express more uncertainty.

In a similar way to the arithmetic operations of the TFNs ${ }^{22}$, the arithmetic operations of TIFNs may be defined as follows ${ }^{23}$.

Definition 2. Let $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>\quad$ and $\tilde{b}=<(\underline{b}, b, \bar{b}) ; w_{\tilde{b}}, u_{\tilde{b}}>$ be two TIFNs with $w_{\tilde{a}} \neq w_{\tilde{b}}$ and $u_{\tilde{a}} \neq u_{\tilde{b}} . \lambda$ is any real number. The arithmetic operations over TIFNs are defined as follows:

$$
\begin{align*}
& \tilde{a}+\tilde{b}=<(\underline{a}+\underline{b}, a+b, \bar{a}+\bar{b}) ; w_{\tilde{a}} \wedge w_{\tilde{b}}, u_{\tilde{a}} \vee u_{\tilde{b}}>  \tag{4}\\
& \tilde{a}-\tilde{b}=<(\underline{a}-\bar{b}, a-b, \bar{a}-\underline{b}) ; w_{\tilde{a}} \wedge w_{\tilde{b}}, u_{\tilde{a}} \vee u_{\tilde{b}}> \tag{5}
\end{align*}
$$

$$
\begin{gather*}
\tilde{a} \tilde{b}=\left\{\begin{array}{l}
<(\underline{a b}, a b, \bar{a} \bar{b}) ; w_{\tilde{a}} \wedge w_{\tilde{b}}, u_{\tilde{a}} \vee u_{\tilde{b}}>\text { if } \tilde{a}>0 \text { and } \tilde{b}>0 \\
<(a \bar{a}, a b, \bar{a} b) ; w_{\tilde{a}} \wedge w_{\tilde{b}}, u_{\tilde{a}} \vee u_{\tilde{b}}>\text { if } \tilde{a}<0 \text { and } \tilde{b}>0 \\
<(\bar{a} \bar{b}, a b, \underline{a b}) ; w_{\tilde{a}} \wedge w_{\tilde{b}}, u_{\tilde{a}} \vee u_{\tilde{b}}>\text { if } \tilde{a}<0 \text { and } \tilde{b}<0
\end{array}\right.  \tag{6}\\
\tilde{a} / \tilde{b}=\left\{\begin{array}{l}
<(\underline{a} / \bar{b}, a / b, \bar{a} / \underline{b}) ; w_{\tilde{a}} \wedge w_{\tilde{b}}, u_{\tilde{a}} \vee u_{\tilde{b}}>\text { if } \tilde{a}>0 \text { and } \tilde{b}>0 \\
<(\bar{a} / \bar{b}, a / b, \underline{b} / \underline{b}) ; w_{\tilde{a}} \wedge w_{\tilde{b}}, u_{\tilde{a}} \vee u_{\tilde{b}}>\text { if } \tilde{a}<0 \text { and } \tilde{b}>0 \\
<(\bar{a} / \underline{b}, a / b, \underline{a} / \bar{b}) ; w_{\tilde{a}} \wedge w_{\tilde{b}}, u_{\tilde{a}} \vee u_{\tilde{b}}>\text { if } \tilde{a}<0 \text { and } \tilde{b}<0
\end{array}\right.  \tag{7}\\
\lambda \tilde{a}=\left\{\begin{array}{l}
<(\lambda \underline{a}, \lambda a, \lambda \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>\text { if } \lambda>0 \\
<(\lambda \bar{a}, \lambda a, \lambda \underline{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>\text { if } \lambda<0 \\
\tilde{a}^{-1}=<(1 / \bar{a}, 1 / a, 1 / \underline{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>,
\end{array}\right. \tag{8}
\end{gather*}
$$

where the symbols " $\wedge$ " and " $\vee$ " are the min and max operators, respectively.

It is proven that the results from multiplication and division are not TIFNs. But, we often use TIFNs to express these operational results approximately.

Obviously, if $w_{\tilde{a}}=1$ and $u_{\tilde{a}}=0$, i.e., $\tilde{a}=<(\underline{a}, a, \bar{a}) ; 1,0>$ and $\tilde{b}=\langle(\underline{b}, b, \bar{b}) ; 1,0>$ are TFNs, then Eqs. (4)-(9) degenerate to the arithmetic operations of the TFNs ${ }^{22}$. Hence, the arithmetic operations of TIFNs are a generalization of those of the TFNs ${ }^{22}$.

### 2.2. Cut sets of an TIFN

According to the cut sets of the IF set defined in [10], the cut sets of an TIFN can be defined as follows.

Definition 3. $A(\alpha, \beta)$-cut set of $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$ is a crisp subset of R , which is defined as follows:

$$
\begin{equation*}
\tilde{a}_{\beta}^{\alpha}=\left\{x \mid \mu_{\tilde{a}}(x) \geq \alpha, v_{\tilde{a}}(x) \leq \beta\right\} \tag{10}
\end{equation*}
$$

where $0 \leq \alpha \leq w_{\tilde{a}}, u_{\tilde{a}} \leq \beta \leq 1$ and $0 \leq \alpha+\beta \leq 1$.

Definition 4. A $\alpha$-cut set of $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$ is $a$ crisp subset of R , which is defined as follows:

$$
\begin{equation*}
\tilde{a}^{\alpha}=\left\{x \mid \mu_{\tilde{a}}(x) \geq \alpha\right\} . \tag{11}
\end{equation*}
$$

Using Eq. (1) and Definition 4, it follows that $\tilde{a}^{\alpha}$ is a closed interval, denoted by $\tilde{a}^{\alpha}=\left[L^{\alpha}(\tilde{a}), R^{\alpha}(\tilde{a})\right]$, which can be calculated as follows:

$$
\begin{equation*}
\left[L^{\alpha}(\tilde{a}), R^{\alpha}(\tilde{a})\right]=\left[\underline{a}+\alpha(a-\underline{a}) / w_{\tilde{a}}, \bar{a}-\alpha(\bar{a}-a) / w_{\tilde{a}}\right] . \tag{12}
\end{equation*}
$$

The support of the TIFN $\tilde{a}$ for the membership function is defined as follows:

$$
\begin{equation*}
\operatorname{supp}_{\mu}(\tilde{a})=\left\{x \mid \mu_{\tilde{a}}(x) \geq 0\right\} \tag{13}
\end{equation*}
$$

i.e., $\operatorname{supp}_{\mu}(\tilde{a})=\tilde{a}^{0}=[\underline{a}, \bar{a}]$.

Definition 5. A $\beta$-cut set of $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$ is $a$ crisp subset of R , which is defined as follows:

$$
\begin{equation*}
\tilde{a}_{\beta}=\left\{x \mid v_{\tilde{a}}(x) \leq \beta\right\}, \tag{14}
\end{equation*}
$$

where $u_{\tilde{a}} \leq \beta \leq 1$.
Using Eq. (2) and Definition 5, it follows that $\tilde{a}_{\beta}$ is a closed interval, denoted by $\tilde{a}_{\beta}=\left[L_{\beta}(\tilde{a}), R_{\beta}(\tilde{a})\right]$, which can be calculated as follows:

$$
\begin{align*}
{\left[L_{\beta}(\tilde{a}), R_{\beta}(\tilde{a})\right]=} & {\left[\left[(1-\beta) a+\left(\beta-u_{\tilde{a}}\right) \underline{a}\right] /\left(1-u_{\tilde{a}}\right),[(1-\beta) a+\right.}  \tag{15}\\
& \left.\left.\left(\beta-u_{\tilde{a}}\right) \bar{a}\right] /\left(1-u_{\tilde{a}}\right)\right]
\end{align*}
$$

The support of the TIFN $\tilde{a}$ for the non-membership function is defined as follows:

$$
\begin{equation*}
\operatorname{supp}_{v}(\tilde{a})=\left\{x \mid v_{\tilde{a}}(x) \leq 1\right\}, \tag{16}
\end{equation*}
$$

i.e., $\operatorname{supp}_{v}(\tilde{a})=\tilde{a}_{1}=[\underline{a}, \bar{a}]$.

## 3. Characteristics of TIFNs and the Value and Ambiguity based Ranking Method

### 3.1. Value and ambiguity of an TIFN

In this subsection, the value and ambiguity of an TIFN are defined.

Definition 6. Let $\tilde{a}^{\alpha}$ and $\tilde{a}_{\beta}$ be any $\alpha$-cut set and $\beta$ cut set of an TIFN $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$, respectively. Then the values of the membership function $\mu_{\tilde{a}}$ and the non-membership function $v_{\tilde{a}}$ for the TIFN $\tilde{a}$ are defined as follows:

$$
\begin{equation*}
V_{\mu}(\tilde{a})=\int_{0}^{w_{\tilde{a}}}\left(L^{\alpha}(\tilde{a})+R^{\alpha}(\tilde{a})\right) f(\alpha) \mathrm{d} \alpha \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{v}(\tilde{a})=\int_{U_{\tilde{a}}}^{1}\left(L_{\beta}(\tilde{a})+R_{\beta}(\tilde{a})\right) g(\beta) \mathrm{d} \beta, \tag{18}
\end{equation*}
$$

respectively.

The function $f(\alpha)=\alpha\left(\alpha \in\left[0, w_{\tilde{a}}\right]\right)$ gives different weights to elements in different $\alpha$-cut sets. In fact, $f(\alpha)$ diminishes the contribution of the lower $\alpha$-cut sets, which is reasonable since these cut sets arising from values of $\mu_{\tilde{a}}$ have a considerable amount of
uncertainty. Obviously, $V_{\mu}(\tilde{a})$ synthetically reflects the information on every membership degree, and may be regarded as a central value that represents from the membership function point of view. Similarly, the function $g(\beta)=1-\beta \quad\left(\beta \in\left[u_{\tilde{a}}, 1\right]\right)$ has the effect of weighting on the different $\beta$-cut sets. $g(\beta)$ diminishes the contribution of the higher $\beta$ - cut sets, which is reasonable since these cut sets arising from values of $v_{\tilde{a}}$ have a considerable amount of uncertainty. $V_{v}(\tilde{a})$ synthetically reflects the information on every nonmembership degree and may be regarded as a central value that represents from the non-membership function point of view.

Definition 7. Let $\tilde{a}^{\alpha}$ and $\tilde{a}_{\beta}$ be $\alpha$-cut set and $\beta$-cut set of an TIFN $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$, respectively. Then the ambiguities of the membership function $\mu_{\tilde{a}}$ and the non-membership function $v_{\tilde{a}}$ for the TIFN $\tilde{a}$ are defined as follows:

$$
\begin{equation*}
A_{\mu}(\tilde{a})=\int_{0}^{w_{\tilde{\alpha}}}\left(R^{\alpha}(\tilde{a})-L^{\alpha}(\tilde{a})\right) f(\alpha) \mathrm{d} \alpha \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{v}(\tilde{a})=\int_{u_{\tilde{a}}}^{1}\left(R_{\beta}(\tilde{a})-L_{\beta}(\tilde{a})\right) g(\beta) \mathrm{d} \beta, \tag{20}
\end{equation*}
$$

respectively.

It is easy to see that $R^{\alpha}(\tilde{a})-L^{\alpha}(\tilde{a})$ and $R_{\beta}(\tilde{a})-L_{\beta}(\tilde{a})$ are just about the lengths of the intervals $\tilde{a}^{\alpha}$ and $\tilde{a}_{\beta}$, respectively. Thus, $A_{\mu}(\tilde{a})$ and $A_{v}(\tilde{a})$ may be regarded as the "global spreads" of the membership function $\mu_{\tilde{a}}$ and the non-membership function $v_{\tilde{a}}$. Obviously, $A_{\mu}(\tilde{a})$ and $A_{\nu}(\tilde{a})$ basically measure how much there is vagueness in the TIFN $\tilde{a}$.

The values of the membership function and the nonmembership function of the TIFN $\tilde{a}$ are calculated as follows:

$$
\begin{equation*}
V_{\mu}(\tilde{a})=(\underline{a}+4 a+\bar{a}) w_{\tilde{a}}^{2} / 6 \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{v}(\tilde{a})=(\underline{a}+4 a+\bar{a})\left(1-u_{\tilde{a}}\right)^{2} / 6, \tag{22}
\end{equation*}
$$

respectively.
The ambiguities of the membership function and the non-membership function of the TIFN $\tilde{a}$ are calculated as follows:

$$
\begin{equation*}
A_{\mu}(\tilde{a})=(\bar{a}-\underline{a}) w_{\tilde{a}}^{2} / 6 \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{v}(\tilde{a})=(\bar{a}-\underline{a})\left(1-u_{\tilde{a}}\right)^{2} / 6, \tag{24}
\end{equation*}
$$

respectively.

### 3.2. The value and ambiguity based ranking method

Based on the above value and ambiguity of an TIFN, a new ranking method of TIFNs is proposed in this subsection. A value-index and an ambiguity-index for $\tilde{a}$ are firstly defined as follows.

Definition 8. Let $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$ be an TIFN. A value-index and an ambiguity-index for $\tilde{a}$ are defined as follows:

$$
\begin{equation*}
V_{\lambda}(\tilde{a})=\lambda V_{\mu}(\tilde{a})+(1-\lambda) V_{v}(\tilde{a}) \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{\lambda}(\tilde{a})=\lambda A_{\mu}(\tilde{a})+(1-\lambda) A_{v}(\tilde{a}) \tag{26}
\end{equation*}
$$

respectively, where $\lambda \in[0,1]$ is $a$ weight which represents the decision maker's preference information.
$\lambda \in(1 / 2,1]$ shows that decision maker prefers to certainty or positive feeling; $\lambda \in[0,1 / 2)$ shows that decision maker prefers to uncertainty or negative feeling; $\lambda=1 / 2$ shows that decision maker is indifferent to between certainty and uncertainty. Therefore, the valueindex and the ambiguity-index may reflect the decision maker's subjectivity attitudes to the TIFN.

Let $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>$ and $\tilde{b}=<(\underline{b}, b, \bar{b}) ; w_{\tilde{b}}, u_{\tilde{b}}>$ be two TIFNs. A lexicographic ranking procedure based on the value-index and ambiguity-index can be summarized as follows:

Step 1 Compare $V_{\lambda}(\tilde{a})$ and $V_{\lambda}(\tilde{b})$ for a given weight $\lambda$. If they are equal, then go to the step 2 . Otherwise, rank $\tilde{a}$ and $\tilde{b}$ according to the relative positions of $V_{\lambda}(\tilde{a})$ and $V_{\lambda}(\tilde{b})$. Namely, if $V_{\lambda}(\tilde{a})>V_{\lambda}(\tilde{b})$, then $\tilde{a}$ is greater than $\tilde{b}$, denoted by $\tilde{a}>\tilde{b}$; if $V_{\lambda}(\tilde{a})<V_{\lambda}(\tilde{b})$, then $\tilde{a}$ is smaller than $\tilde{b}$, denoted by $\tilde{a}<\tilde{b}$.

Step 2 Compare $A_{\lambda}(\tilde{a})$ and $A_{\lambda}(\tilde{b})$ for the same given $\lambda$. If they are equal, then $\tilde{a}$ and $\tilde{b}$ are equal. Otherwise, rank $\tilde{a}$ and $\tilde{b}$ according to the relative positions of $-A_{\lambda}(\tilde{a})$ and $-A_{\lambda}(\tilde{b})$. Namely, if $-A_{\lambda}(\tilde{a})>-A_{\lambda}(\tilde{b})$, then $\tilde{a}>\tilde{b}$; if $-A_{\lambda}(\tilde{a})<-A_{\lambda}(\tilde{b})$, then $\tilde{a}<\tilde{b}$.

Wang and Kerre ${ }^{24}$ proposed some axioms which are used to evaluate the rationality of a ranking method of
fuzzy numbers. It is easy to verify that $V_{\lambda}(\tilde{a})$ satisfies the axioms $A_{1}-A_{6}{ }^{24}$. Proofs that $V_{\lambda}(\tilde{a})$ satisfies the axioms $A_{1}-A_{3}$ and $A_{5}$ are easily completed. In the following, we focus on verifying that $V_{\lambda}(\tilde{a})$ satisfies the axioms $A_{4}$ and $A_{6}{ }^{24}$.

Theorem 1. Let $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>\quad$ and $\tilde{b}=<(\underline{b}, b, \bar{b}) ; w_{\tilde{b}}, u_{\tilde{b}}>$ be two TIFNs with $w_{\tilde{a}}=w_{\tilde{b}}$ and $u_{\tilde{a}}=u_{\tilde{b}}$. If $\underline{a}>\bar{b}$, then $\tilde{a}>\tilde{b}$.

Proof. It is derived from Eq. (27) that

$$
V_{\mu}(\tilde{a})=\int_{0}^{w_{\tilde{\tilde{a}}}}\left(L^{\alpha}(\tilde{a})+R^{\alpha}(\tilde{a})\right) \alpha \mathrm{d} \alpha \geq \int_{0}^{w_{\tilde{a}}} 2 \underline{a} \alpha \mathrm{~d} \alpha=\underline{a} w_{\tilde{a}}^{2}
$$

and

$$
V_{\mu}(\tilde{b})=\int_{0}^{w_{\tilde{b}}}\left(L^{\alpha}(\tilde{b})+R^{\alpha}(\tilde{b})\right) \alpha \mathrm{d} \alpha \leq \int_{0}^{w_{\tilde{b}}} 2 \bar{b} \alpha \mathrm{~d} \alpha=\bar{b} w_{\tilde{b}}^{2} .
$$

Combining with both $\underline{a}>\bar{b}$ and $w_{\tilde{a}}=w_{\tilde{b}}$, it directly follows that $V_{\mu}(\tilde{a})>V_{\mu}(\tilde{b})$.

Similarly, it follows that

$$
\begin{aligned}
V_{\nu}(\tilde{a}) & =\int_{u_{\tilde{a}}}^{1}\left(L_{\beta}(\tilde{a})+R_{\beta}(\tilde{a})\right)(1-\beta) \mathrm{d} \beta \\
& \geq \int_{u_{\tilde{d}}}^{1} 2 \underline{a}(1-\beta) \mathrm{d} \beta=\underline{a}\left(1-u_{\tilde{a}}\right)^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
V_{\nu}(\tilde{b}) & =\int_{u_{b}}^{1}\left(L_{\beta}(\tilde{b})+R_{\beta}(\tilde{b})\right)(1-\beta) \mathrm{d} \beta \\
& \leq \int_{u_{\tilde{b}}}^{1} 2 \bar{b}(1-\beta) \mathrm{d} \beta=\bar{b}\left(1-u_{\tilde{b}}\right)^{2}
\end{aligned}
$$

respectively. Combining with both $\underline{a}>\bar{b}$ and $u_{\tilde{a}}=u_{\tilde{b}}$, then $V_{v}(\tilde{a})>V_{v}(\tilde{b})$. Therefore,

$$
\lambda V_{\mu}(\tilde{a})+(1-\lambda) V_{\nu}(\tilde{a})>\lambda V_{\mu}(\tilde{b})+(1-\lambda) V_{\nu}(\tilde{b}),
$$

i.e., $V_{\lambda}(\tilde{a})>V_{\lambda}(\tilde{b})$. Hence, $\tilde{a}>\tilde{b}$.

Theorem 2. Let $\tilde{a}=<(\underline{a}, a, \bar{a}) ; w_{\tilde{a}}, u_{\tilde{a}}>\quad$, $\tilde{b}=<(\underline{b}, b, \bar{b}) ; w_{\tilde{b}}, u_{\tilde{b}}>$ and $\tilde{c}=<(\underline{c}, c, \bar{c}) ; w_{\tilde{c}}, u_{\tilde{c}}>\quad b e$ TIFNs with $w_{\tilde{a}}=w_{\tilde{b}}$ and $u_{\tilde{a}}=u_{\tilde{b}}$. If $\tilde{a}>\tilde{b}$, then $\tilde{a}+\tilde{c}>\tilde{b}+\tilde{c}$.

Proof. It is derived from Eq. (27) that

$$
\begin{aligned}
V_{\mu}(\tilde{a}+\tilde{c}) & =\int_{0}^{w_{A} \wedge w_{\tilde{c}}}\left(L^{\alpha}(\tilde{a})+R^{\alpha}(\tilde{a})+L^{\alpha}(\tilde{c})+R^{\alpha}(\tilde{c})\right) \alpha \mathrm{d} \alpha \\
& =\int_{0}^{w_{\tilde{\alpha}} \wedge w_{c}}\left(L^{\alpha}(\tilde{a})+R^{\alpha}(\tilde{a})\right) \alpha \mathrm{d} \alpha+\int_{0}^{w_{\tilde{\alpha}} \wedge w_{c}}\left(L^{\alpha}(\tilde{c})+R^{\alpha}(\tilde{c})\right) \alpha \mathrm{d} \alpha
\end{aligned}
$$

and

$$
\begin{aligned}
V_{\mu}(\tilde{b}+\tilde{c}) & =\int_{0}^{w_{b} \wedge N_{c}}\left(L^{\alpha}(\tilde{b})+R^{\alpha}(\tilde{b})+L^{\alpha}(\tilde{c})+R^{\alpha}(\tilde{c})\right) \alpha \mathrm{d} \alpha \\
& =\int_{0}^{w_{0} \wedge N_{c}}\left(L^{\alpha}(\tilde{b})+R^{\alpha}(\tilde{b})\right) \alpha \mathrm{d} \alpha+\int_{0}^{w_{\alpha} \wedge w_{c}}\left(L^{\alpha}(\tilde{c})+R^{\alpha}(\tilde{c})\right) \alpha \mathrm{d} \alpha
\end{aligned}
$$

respectively. Because of $\tilde{a}>\tilde{b}$ and $w_{\tilde{a}}=w_{\tilde{b}}$, it follows that

$$
\int_{0}^{w_{\wedge} \wedge w_{\tilde{c}}}\left(L^{\alpha}(\tilde{a})+R^{\alpha}(\tilde{a})\right) \alpha \mathrm{d} \alpha>\int_{0}^{w_{\tilde{b}} \wedge \bar{w}_{\tilde{c}}}\left(L^{\alpha}(\tilde{b})+R^{\alpha}(\tilde{b})\right) \alpha \mathrm{d} \alpha
$$

Hence, $V_{\mu}(\tilde{a}+\tilde{c})>V_{\mu}(\tilde{b}+\tilde{c})$.
Similarly, it follows that

$$
\begin{aligned}
V_{v}(\tilde{a}+\tilde{c}) & =\int_{U_{u} u_{\tilde{E}}}^{1}\left(L_{\beta}(\tilde{a})+R_{\beta}(\tilde{a})+L_{\beta}(\tilde{c})+R_{\beta}(\tilde{c})\right)(1-\beta) \mathrm{d} \beta \\
& =\int_{U_{\tilde{i}} u u_{\tilde{E}}}^{1}\left(L_{\beta}(\tilde{a})+R_{\beta}(\tilde{a})(1-\beta) \mathrm{d} \beta+\int_{U_{\tilde{i}} u u_{\tilde{c}}}^{1}\left(L_{\beta}(\tilde{c})+R_{\beta}(\tilde{c})(1-\beta) \mathrm{d} \beta\right.\right.
\end{aligned}
$$

and

$$
\begin{aligned}
V_{v}(\tilde{b}+\tilde{c}) & =\int_{u_{b} u_{\tilde{c}}}^{1}\left(L_{\beta}(\tilde{b})+R_{\beta}(\tilde{b})+L_{\beta}(\tilde{c})+R_{\beta}(\tilde{c})(1-\beta) \mathrm{d} \beta\right. \\
& =\int_{U_{b} v_{\tilde{c}}}^{1}\left(L_{\beta}(\tilde{b})+R_{\beta}(\tilde{b})\right)(1-\beta) \mathrm{d} \beta+\int_{u_{i} u_{\tilde{c}}}^{1}\left(L_{\beta}(\tilde{c})+R_{\beta}(\tilde{c})(1-\beta) \mathrm{d} \beta\right.
\end{aligned}
$$

respectively.
It is readily derived from $\tilde{a}>\tilde{b}$ and $u_{\tilde{a}}=u_{\tilde{b}}$ that

$$
\int_{u_{\bar{a}} u_{\tilde{c}}}^{1}\left(L_{\beta}(\tilde{a})+R_{\beta}(\tilde{a})(1-\beta) \mathrm{d} \beta>\int_{u_{b} \backslash u_{\tilde{c}}}^{1}\left(L_{\beta}(\tilde{b})+R_{\beta}(\tilde{b})\right)(1-\beta) \mathrm{d} \beta .\right.
$$

Hence, $V_{\nu}(\tilde{a}+\tilde{c})>V_{\nu}(\tilde{b}+\tilde{c})$.Then,
$\lambda V_{\mu}(\tilde{a}+\tilde{c})+(1-\lambda) V_{\nu}(\tilde{a}+\tilde{c})>\lambda V_{\mu}(\tilde{b}+\tilde{c})+(1-\lambda) V_{\nu}(\tilde{b}+\tilde{c})$,
i.e., $V_{\lambda}(\tilde{a}+\tilde{c})>V_{\lambda}(\tilde{b}+\tilde{c})$. Therefore, $\tilde{a}+\tilde{c}>\tilde{b}+\tilde{c}$.

## 4. An Extended MADM Method based on the Value and Ambiguity based Ranking Procedure

In this section, we will apply the above ranking method of TIFNs to solve MADM problems in which the ratings of alternatives on attributes are expressed using TIFNs. Sometimes such MADM problems are called as MADM problems with TIFNs for short. Suppose that there exists an alternative set $A=\left\{A_{1}, A_{2}, \cdots, A_{m}\right\}$, which consists of $m$ non-inferior alternatives from which the most preferred alternative has to be selected. Each alternative is assessed on $n$ attributes. Denote the set of all attributes by $X=\left\{X_{1}, X_{2}, \cdots, X_{n}\right\}$. Assume that ratings of alternatives on attributes are given using TIFNs. Namely, the rating of any alternative $A_{i} \in A$ $(i=1,2, \cdots, m)$ on each attribute $X_{j} \in X \quad(j=1,2, \cdots, n)$ is an TIFN $\tilde{a}_{i j}=<\left(a_{i j}, a_{i j}, \bar{a}_{i j}\right) ; w_{\tilde{a}_{i}}, u_{\tilde{a}_{i j}}>$. Thus an MADM problem with TIFNs can be expressed concisely in the matrix format as $\left(\tilde{a}_{i j}\right)_{m \times n}$.

Due to the fact that different attributes may have different importance. Assume that the relative weight of the attribute $X_{j}$ is $\omega_{j}(j=1,2, \cdots, n)$, satisfying the normalization conditions: $\omega_{j} \in[0,1]$ and $\sum_{j=1}^{n} \omega_{j}=1$. Let $\boldsymbol{\omega}=\left(\omega_{1}, \omega_{2}, \cdots, \omega_{n}\right)^{\mathrm{T}}$ be the relative weight vector of all attributes.

The extended additive weighted method for the MADM problem with TIFNs can be summarized as follows:
(i) Normalize the TIFN decision matrix. In order to eliminate the effect of different physical dimensions on the final decision making results, the normalized TIFN decision matrix can be calculated using the following formulae:

$$
\begin{equation*}
\tilde{r}_{i j}=<\left(\frac{a_{i j}}{\bar{a}_{j}^{+}}, \frac{a_{i j}}{\bar{a}_{j}^{+}}, \frac{\bar{a}_{i j}}{\bar{a}_{j}^{+}}\right) ; w_{\tilde{a}_{i j}}, u_{\tilde{a}_{i j}}>(i=1,2, \cdots, m ; j \in B) \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{r}_{i j}=<\left(\frac{\underline{a}_{j}^{-}}{\bar{a}_{i j}}, \frac{\underline{a}_{j}^{-}}{a_{i j}}, \frac{a_{j}^{-}}{\underline{a}_{i j}}\right) ; w_{\tilde{a}_{i j}}, u_{\tilde{a}_{i j}}>(i=1,2, \cdots, m \quad j \in C), \tag{28}
\end{equation*}
$$

respectively, where $B$ and $C$ are the subscript sets of benefit attributes and cost attributes, and

$$
\bar{a}_{j}^{+}=\max \left\{\bar{a}_{i j} \mid i=1,2, \cdots, m\right\} \quad(j \in B)
$$

and

$$
\underline{a}_{j}^{-}=\min \left\{\underline{a}_{i j} \mid i=1,2, \cdots, m\right\} \quad(j \in C) .
$$

(ii) Construct the weighted normalized TIFN decision matrix. Using Eq. (8), the weighted normalized TIFN decision matrix can be calculated as $\left(\tilde{u}_{i j}\right)_{m \times n}$, where

$$
\begin{equation*}
\tilde{u}_{i j}=\omega_{j} \tilde{r}_{i j} . \tag{29}
\end{equation*}
$$

(iii) Calculate the weighted comprehensive values of alternatives. Using Eq. (4), the weighted comprehensive values of alternatives $A_{i}(i=1,2, \cdots, m)$ are calculated as follows:

$$
\begin{equation*}
\tilde{S}_{i}=\sum_{j=1}^{n} \tilde{u}_{i j}, \tag{30}
\end{equation*}
$$

respectively. Obviously, $\tilde{S}_{i}(i=1,2, \cdots, m)$ are TIFNs.
(iv) Rank all alternatives. The ranking order of the alternatives $A_{i}$ can be generated according to the nonincreasing order of the TIFNs $\tilde{S}_{i}(i=1,2, \cdots, m)$ by using the value and ambiguity based ranking method proposed in Section 3.

## 5. A Numerical Example

We analyze a personnel selection problem. Suppose that a software company desires to hire a system analyst. After preliminary screening, three candidates $A_{1}, A_{2}$ and $A_{3}$ remain for further evaluation. The decision making committee assesses the three candidates based on five attributes, including emotional steadiness ( $X_{1}$ ), oral communication skill ( $X_{2}$ ), personality ( $X_{3}$ ), past experience ( $X_{4}$ ) and self-confidence ( $X_{5}$ ). Assume that the total mark of each attribute is 10 . Using statistical methods, the ratings of the candidates with
respect to the attributes are given as in Table 1, where <(5.7,7.7,9.3);0.7,0.2> in the Table 1 is an TIFN which indicates that the mark of the candidate $A_{1}$ with respect to the attribute $X_{1}$ is about 7.7 with the maximum satisfaction degree is 0.7 , while the minimum nonsatisfaction degree is 0.2 . In other words, the hesitation degree is 0.1 . Other TIFNs in Table 1 are explained similarly.

Since the five attributes are benefit attributes, according to Eqs. (27) and (29), the weighted normalized TIFN decision matrix is obtained as in Table 2.

Table 1. The TIFN decision matrix

| Alternatives | $X_{1}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |

Table 2. The weighted normalized TIFN decision matrix

| Alternatives | Attributes |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $X_{1}$ | $X_{2}$ | $X_{3}$ | $X_{4}$ | $X_{5}$ |
| $A_{1}$ | <(0.083,0.111,0134);0.7,0.2> | <(0.15,0.21,0.27);0.6,0.3> | <(0.068,0.092,0.108);0.8,0.1> | <(0.249,0.291,0.3);0.6,0.4> | <(0.042,0.07,0.098);0.6,0.3> |
| $A_{2}$ | <(0.091,0.12,0.14);0.4,0.5> | <(0.24,0.27,0.3);0.6,0.3> | <(0.1,0.116,0.12);0.7,0.2> | <(0.24,0.27,0.3);0.6,0.3> | <(0.098,0.126,0.14);0.6,0.2> |
| $A_{3}$ | <(0.091,0.115,0.13);0.8,0.1> | <(0.21,0.27,0.3);0.7,0.2> | <(0.084,0.108,0.12);0.5,0.2> | <(0.18,0.24,0.27);0.6,0.2> | <(0.088,0.116,0.136);0.7,0.2> |

Using Eq. (30), the weighted comprehensive values of the candidates $A_{i}(i=1,2,3)$ can be obtained as follows:

$$
\begin{gathered}
\tilde{S}_{1}=<(0.592,0.774,0.910) ; 0.6,0.4> \\
\tilde{S}_{2}=<(0.769,0.903,1) ; 0.4,0.5>
\end{gathered}
$$

and

$$
\tilde{S}_{3}=<(0.653,0.849,0.956) ; 0.5,0.2>
$$

respectively.
According to Eqs. (21) and (22), the values of membership functions and non-membership functions of $\tilde{S}_{1}, \tilde{S}_{2}$ and $\tilde{S}_{3}$ can be calculated as follows:

$$
\begin{array}{ll}
V_{\mu}\left(\tilde{S}_{1}\right)=0.276, & V_{v}\left(\tilde{S}_{1}\right)=0.276 \\
V_{\mu}\left(\tilde{S}_{2}\right)=0.144, & V_{v}\left(\tilde{S}_{2}\right)=0.224
\end{array}
$$

and

$$
V_{\mu}\left(\tilde{S}_{3}\right)=0.209, \quad V_{v}\left(\tilde{S}_{3}\right)=0.534
$$

respectively.

Using Eq. (25), the value-indices of $\tilde{S}_{1}, \tilde{S}_{2}$ and $\tilde{S}_{3}$ can be obtained as follows:

$$
\begin{gathered}
V_{\lambda}\left(\tilde{S}_{1}\right)=0.276 \\
V_{\lambda}\left(\tilde{S}_{2}\right)=0.144 \lambda+0.224(1-\lambda)
\end{gathered}
$$

and

$$
V_{\lambda}\left(\tilde{S}_{3}\right)=0.209 \lambda+0.534(1-\lambda),
$$

respectively, depicted as in Fig.2.


Fig.2. The value-indices of $\tilde{S}_{1}, \tilde{S}_{2}$ and $\tilde{S}_{3}$

From Fig.2, it is easily seen that the value-indices of $\tilde{S}_{3}$ and $\tilde{S}_{1}$ are equal when $\lambda=0.793$, i.e., $V_{0.793}\left(\tilde{S}_{3}\right)=V_{0.793}\left(\tilde{S}_{1}\right)=0.276$. According to Eqs. (23), (24) and (26), the ambiguity-indices of $\tilde{S}_{3}$ and $\tilde{S}_{1}$ can be calculated as $A_{0.793}\left(\tilde{S}_{1}\right)=0.019 \quad$ and $A_{0.793}\left(\tilde{S}_{3}\right)=0.017$, respectively. Therefore, the ranking order of $\tilde{S}_{3}$ and $\tilde{S}_{1}$ is $\tilde{S}_{3}>\tilde{S}_{1}$.

It is easy to see from Fig. 2 that $V_{\lambda}\left(\tilde{S}_{3}\right)>V_{\lambda}\left(\tilde{S}_{1}\right)>V_{\lambda}\left(\tilde{S}_{2}\right)$ for any given weight $\lambda \in[0,0.793]$. Hence, the ranking order of the three candidates is $A_{3} \succ A_{1} \succ A_{2}$ if $\lambda \in[0,0.793]$. In this case, the best selection is the candidate $A_{3}$. However, if $\lambda \in(0.793,1]$ then $V_{\lambda}\left(\tilde{S}_{1}\right)>V_{\lambda}\left(\tilde{S}_{3}\right)>V_{\lambda}\left(\tilde{S}_{2}\right)$, and the ranking order of the three candidates is $A_{1} \succ A_{3} \succ A_{2}$, and the best selection is the candidate $A_{1}$.

If we do not consider the maximum degrees of membership and the minimum degrees of nonmembership, i.e., assume that $w_{\tilde{a}_{i j}}=1$ and $u_{\tilde{a}_{i j}}=0$, then the TIFNs in Table 1 (i.e., ratings of the alternatives on the attributes) reduce to TFNs, denoted by $\hat{a}=\left(\underline{a}_{i j}, a_{i j}, \bar{a}_{i j}\right)$. Thus, the above MADM problem with TIFNs reduces to the MADM problem with TFNs. Using the similar weighted average method for the MADM problems, the weighted comprehensive values of the candidates $A_{i}(i=1,2,3)$ can be obtained as follows:

$$
\begin{gathered}
\hat{S}_{1}=(0.592,0.774,0.910), \\
\hat{S}_{2}=(0.769,0.903,1)
\end{gathered}
$$

and

$$
\hat{S}_{3}=(0.653,0.849,0.956),
$$

respectively.
Obviously, $\hat{S}_{i}(i=1,2,3)$ are TFNs. Using the existing ranking methods of fuzzy numbers, It is not difficult to see that the ranking order is $\hat{S}_{2}>\hat{S}_{3}>\hat{S}_{1}$, which is conflicting with the obtained result above. This analysis result shows that the maximum degrees of membership and the minimum degrees of nonmembership play an important role in the ranking order of TIFNs. Intuitively, it is perhaps more reasonable to choose $\tilde{S}_{3}=<(0.653,0.849,0.956) ; 0.5,0.2>$ instead of $\tilde{S}_{2}=<(0.769,0.903,1) ; 0.4,0.5>$ for a pessimistic decision maker in that $\tilde{S}_{3}$ has larger membership degree and smaller non-membership degree than $\tilde{S}_{2}$.

In the following, we apply Wang and Zhang's method ${ }^{15}$ to rank the TIFNs $\tilde{S}_{1}, \tilde{S}_{2}$ and $\tilde{S}_{3}$. The expected value intervals of $\tilde{S}_{1}, \tilde{S}_{2}$ and $\tilde{S}_{3}$ can be calculated as follows:

$$
\begin{gathered}
I_{\gamma}\left(\tilde{S}_{1}\right)=0.41+0.095 \gamma \\
I_{\gamma}\left(\tilde{S}_{2}\right)=[0.334+0.046 \gamma, 0.418+0.058 \gamma]
\end{gathered}
$$

and

$$
I_{\gamma}\left(\tilde{S}_{3}\right)=[0.376+0.076 \gamma, 0.601+0.121 \gamma],
$$

respectively. Using Eqs. (5) and (19) introduced in [19], for some given specific values $\gamma \in[0,1]$, the ranking orders of $\tilde{S}_{1}, \tilde{S}_{2}$ and $\tilde{S}_{3}$ are obtained as in Table 3.

Table 3. The ranking results obtained by Wang and
Zhang' method ${ }^{15}$

| Zanging results |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma$ | $\tilde{S}_{1}$ | $\tilde{S}_{2}$ | $\tilde{S}_{3}$ | ranker |
| $\gamma=0.1$ | 0.35 | 0.2 | 0.45 | $\tilde{S}_{3}>\tilde{S}_{1}>\tilde{S}_{2}$ |
| $\gamma=0.3$ | 0.36 | 0.19 | 0.45 | $\tilde{S}_{3}>\tilde{S}_{1}>\tilde{S}_{2}$ |
| $\gamma=0.5$ | 0.36 | 0.18 | 0.45 | $\tilde{S}_{3}>\tilde{S}_{1}>\tilde{S}_{2}$ |
| $\gamma=0.793$ | 0.37 | 0.18 | 0.46 | $\tilde{S}_{3}>\tilde{S}_{1}>\tilde{S}_{2}$ |

From Table 3, if $\lambda \in[0,0.793]$, then the ranking results obtained by the proposed method are the same as those obtained by Wang and Zhang's method. This shows that the proposed method is effective. However, since $\tilde{S}_{1}=<(0.592,0.774,0.910) ; 0.6,0.4>$ has larger membership degree and non-membership degree than $\tilde{S}_{3}=<(0.653,0.849,0.956) ; 0.5,0.2>$, the decision makers with different preference attitudes may have different choices. Namely, a risk-prone decision maker may prefer $\tilde{S}_{1}$ whereas a risk-averse decision maker may prefer $\tilde{S}_{3}$. These factors cannot be reflected in Wang and Zhang's method ${ }^{15}$. Thus, the proposed method is more reasonable. On the other hand, Wang and Zhang's method ${ }^{15}$ transformed the ranking of TIFNs into that of interval numbers. The ranking of interval numbers is still difficult. However, the proposed method can transform the ranking of TIFNs to that of real numbers. Therefore, the proposed method is easy to be implemented.

## 6. Conclusion

This paper discusses two characteristics of an TIFN, i.e., the value and ambiguity, which are used to define the value-index and ambiguity-index of the TIFN. Then, the
value-index and ambiguity-index based ranking method is developed for TIFNs. Furthermore, the proposed ranking method is applied to solve MADM problems with TIFNs. The proposed ranking method is easily implemented and has a natural interpretation. It is easily seen that the proposed ranking method can be extended to more general IFNs in a straightforward manner. Due to the fact that an TIFN is a generalization of an TFN, the other existing ranking methods of fuzzy numbers may be extended to TIFNs. More effective ranking methods of TIFNs will be investigated in the near future.
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