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Abstract. According to the traditional shape context algorithm within the image distortion, 
excessive noise points and lower matching rate issues, we present a Sequential Monte Carlo 
algorithm based on graph matching. First, the image feature points were evenly distributed to 
compute shape context information. Second, remaining points obtain a histogram of all the feature 
points by the shape context information. Using histogram function to calculate the cost of the square 
distance cost, were begin to match. Finally, structuring the graph model, using graphical models 
construct the affinity matrix; the matrix will be close to integer quadratic programming use the 
Sequential Monte Carlo algorithm to find out the optimal matching schemes. Experimental results 
show that: the proposed algorithm in image matching to ensure a high rate, while images of 
different perspectives and images in quite different conditions has good robustness and stableness. 

Introduction 
Point Set Recognition as an image matching basic unit, the basic algorithm for matching have 

two major categories: First, based on the relationship of transformation algorithm. Second, the 
feature based algorithm for matching. Such issues are commonly used based on local characteristics 
matching scale invariant feature based on the probability of the spectrum point matching method 
and characteristics graph based matching. Graph theory-based approach is used for graphical 
models of relationship between the dot patterns, structure close to the matrix, integer quadratic 
programming through all points pattern matching scheme. This is the NP-Hard problems [1]. 
Generally has a time complexity. The traditional graph matching first used for the concept of the 
affinity matrix. Spectral theory first applied to the point pattern matching is Scott and Longuet- 
Higgins [2]. But for the rotation angle of the larger set of points, the effect is not very satisfactory. 
To overcome the shortcomings of this method [3] Shapiro and Brady proposed a method called the 
affinity matrix of internal point set [4]. Carcassonne proposed a structure close to a variety of 
matrices; the aim is to get close to the matrix with the literature [1] of method combines. Reference 
[5] describes an unsupervised learning graph pattern matching algorithm. FIG proposed a 
deformable matching method [6], the object matching based on morphological differences, the 
gradient method and machine learning classification of a feature point set. [7] Proposed a 
tensor-based matching algorithm. 

This paper proposes an algorithm of sequential Monte Carlo for graph matching. Ensure the 
matching accuracy, and the operational efficiency has improved. Monte Carlo method is a 
continuous relationship on the graph matching to find the best solutions, combined with particle 
filter using a graph model for processing of the best matching model. In order to measure adjust the 
probabilities by prior probabilities. Do not rely on the similarity of the cost function directly 
histogram model. An important function is to achieve through merit-based selection purposes. 
Given the superiority of the algorithm is proposed based on Monte Carlo cycle graph matching 
algorithms. The algorithm is more intuitive analysis of the optimal matching scheme, compared to 
the traditional graph matching algorithm greatly improves the matching result for deviations within 
the image distortion, light conditions. To ensure the matching accuracy and to increase the 
efficiency. Applicable as a result of the image is missing in some uncontrollable factors, fuzzy and 
matching errors caused by occlusion combine with the Shape Context. 

The paper is organized as follows. In the next section, we propose the algorithms that we 
research in this paper, and some definitions and assumptions are given. In Section 3, the graph 
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matching based on Shape Context is presented. Section 4 presents the Sequential Monte Carlo 
algorithm. In Section 5, the computational simulation is made to illustrate the efficiency and 
accuracy of the algorithm. Finally, we conclude our paper in section 6. 

Discussed problems 
Definition 1 

The concept of the Gradient is to find the Pixel area of rapid change. Then, the gradient is defined 
as follow: 
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Definition 2 
The histogram of each point is to descript the characteristic of each point. The histogram can be 
defined as the value of this point and the remaining points is an angle. 

Definition 3 
For the two images, we propose the all points and graphs as well. 
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Graph Matching based on Shape Context 
Shape context is an algorithm used to describe the shape of the inner contour of the target point 

set rules of a descriptor. For a series of point set, shape context information describes point modes. 
Then, the histogram of each point and the remaining points is the angle formed by the shape of the 
point of the context information. To calculate the maximum similarity of histogram, the similarity 
cost function weights the square distances. Which the interior of the set point comprises a point 
radius is infinite, the focal point is the total number of points, and 0 to each area is divided into 12 
sub-regions. For any points, calculate the angle remaining point (a point at each point). Finally, the 
histograms, Shape Context full use of context information, and reflected in the packet from 
non-uniform manner, thus having invariant regions. Based on the characteristics of the shape, the 
use of the chi-square distance histogram cost function as the similarity of shape context matching 
cost function: 
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Cost is smaller, the greater the similarity between the midpoint of the two images, the higher the 
probability of a match. The shape cost is as the equation (2): 
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According to the cost of the shape, the difference between the images can be measured. 

Sequential Monte Carlo algorithm 
For two images, the feature points, figure model of its points were set and posed. With the graph 

model, point pattern matching is transformed into graph model matching problem. Where, V 
represents a node graph model. },...,,{)( 21 nvvvGV = .The set of vertices consisting of the feature 
point set. And E represents a graph model consist of nodes in the undirected edges. This can be 
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matrix x and y may be constituted by X can be expressed as: 
qnX ×= pn{0,1}               (3) 

 
Fig.1. The Graph Matching Problem 

 
The combination of each column of the matrix X together can form a column vector. This can 

construct the affinity matrix K. The elements of K can be expressed as: 
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The elements of the affinity matrix in K diagram shows the matching model points and edges. 
According to all its matching programs, equation (5) can be derived as optimal solution. 

)max(arg* Kxxx T=    ..ts   qp nnx ×∈ }1,0{     (5) 
This is an IQP problem. 
For all integer quadratic programming solution that can match the target graph model as a 

sample in the probability density at time t can be represented by a series of random samples. We 
present the importance of the probability density of the sample. The status of each sample and the 
state transition equation related to satisfying the first Markov process. That is, only with relevant. 
By the state transition equation, the importance of the probability density distribution function can 
be expressed as: 
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Status weights at each time can be expressed as: 
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The normalized weights: 
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As a measure weight of the samples, when the total number of samples tends to infinity, 
converges to its estimated value. Namely: 
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For a certain measure of constant, continuous allocation target graph model to meet: 
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Particle updating state restrictions as follows: 
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Computational examples and analysis 
For different image matching algorithm SM, RRWM, PM, GAGM centralized algorithm and 

experimental comparison. In the simulation experiment, for the images in the database matching the 
time and matching accuracy of comparison, the radius of the shape of set of points contained within 
the context of the set of points is set to infinity. And select its state transition equation initial value 0. 
The following Figs and Tables show the matching rates and time efficiency of our algorithm and 
other algorithms. Compare with each other. 

 
Fig.2. The matching rates of proposed algorithms 

 
The following table shows the matching rates of all proposed algorithms. 

Table1: The matching rates data 
The use of 

points 

                     Matching rates% 

ours SM PM GAGM RRWM 

P 1 69.6 65.3 60.5 67.6 69.0 

P 2 70.2 65.6 61.0 66.9 68.7 

P 3 70.0 65.3 60.7 67.2 68.4 

P 4 69.8 65.5 60.0 66.7 69.2 

P 5 70.3 66.0 60.5 66.5 68.5 

P 6 70.5 65.3 60.2 66.3 68.8 

P 7 69.4 66.6 61.3 67.7 68.0 

P 8 69.9 64.8 60.7 67.4 68.4 
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Fig.3. The time efficiency of proposed algorithms 

                 
The following table shows the time efficiency of all proposed algorithms. 

Table2 :The time efficiency data 
algorithms ours SM PM GAGM RRWM 

time(s) 0.89 1.00 1.05 1.67 1.02 
 

By the matching results, matching algorithm accuracy is higher than other algorithms listed in 
timeliness is also better than other algorithms edge. 

Conclusions 
The proposed map matching algorithm based on sequential Monte Carlo, the first set of points 

using shape contexts extracted histogram using the chi-square distance early match, full use of 
context information for different sets of feature points to build graphical models, combined with 
particle filter effectively match the model according to FIG. Ensure precise matching rate, while 
also improved timeliness. Compared to similar algorithm has some advantages. This algorithm 
while maintaining high matching shape context, enhanced matching accuracy and computational 
efficiency, so this algorithm in image distortion and large differences still has good robustness. In 
this paper, algorithms and other similar algorithms are also compared the experimental data and 
experimental results show that for the original algorithm and the proposed algorithm compared to 
effectively save time and eliminate the ambiguity    

points. 
In this paper, our combined algorithm has certain advantages compared. The advantage of this 

method is improved with a simple structure, and the calculation amount is relatively small. 
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