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In multi-attribute group decision making (MAGDM) problems, decision attributes of alternatives are often considered 
as with quantitative and qualitative information. Therefore decision making problems may include preference 
information in different formats. In this paper, a multi-attribute group decision making model based on numerical and 
uncertain linguistic information is investigated. Uncertain linguistic information reflects the subjectivity and 
uncertainty of evaluation with respect to qualitative attributes. A transformation function and an extended TOPSIS 
procedure are proposed to deal with this MAGDM model with numerical and uncertain linguistic information. In 
order to implement the TOPSIS procedure, the distance of interval numbers and the distance of n-dimensional 
interval numbers are defined, they are both in form of interval numbers to preserve the uncertainty of original 
information. The proposed approach is illustrated by a numerical example, and is applied in the evaluation of R&D 
projects in the final part of the paper. 
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1. Introduction 

Multi-attribute group decision making (MAGDM) is to 
select a solution by multiple experts’ assessments from 
a given set of alternatives that are characterized by 
multiple attributes or to rank the alternatives. It can be 
expressed in matrix format as follows: 
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)k( ) ( ) ( ) ( )
1 2( , , ,k k k

nW w w w=  
where  are possible alternatives among 
which decision makers have to choose,  
are attributes on which alternative performances are 
measured, 

1 2, , , mA A A

1 2, , , nC C C

( )kD  is the decision matrix given by the kth 
expert, with its elements ( )k

ijx  being the performance 

ratings of alternative  with respect to attribute iA
jC , 

kλ  is the weight of the kth expert,   is the 
weighting vector of attributes given by the k

( )kW
th expert.  

In real decision making environments, it is common 
to find problems with both quantitative and qualitative 
attributes. Usually quantitative attributes are assessed 
by means of numerical values, while qualitative 
attributes are difficult to assess with numerical values. 
In the latter case, the use of linguistic approach has 
provided good results.1,2 Therefore, the decision 
making problems may include many different types of 
preference information such as number, interval and 
linguistic values. In order to deal with these preference 
information in different formats, some researches have 
been done.3-5 In many decision making problems, 
however, decision makers (DMs) may not be able to 
provide exact assessments of alternatives because of 
the complexity of assessment and the limited 
knowledge of DMs in dealing with new decision 
making problems. So decision information given by 
DMs may be uncertain. Zeshui Xu presented the 
concept of uncertain linguistic variables,6 which can be 
considered as intervals of linguistic terms. Uncertain 
linguistic variables base on a continuous term set and 
they allow the uncertainty of DMs’ evaluation. In this 
paper, we present a multi-attribute group decision 
making (MAGDM) model with both uncertain 
linguistic information and numerical information. 

Decision making problems with linguistic 
information have received wide attention over the past 
decade.7-11 There are several methods which have been 
proposed for dealing with linguistic information12: (1) 
The extension principle based method for operations on 
fuzzy numbers that support the semantics of the 
linguistic labels. (2) The symbolic method for 
computations on the indexes of the linguistic terms. (3) 
A fuzzy linguistic model based method for the 
linguistic information with a pair of values called 2-
tuple, composed by a linguistic term and a number. (4) 

The direct computing with words method. In this paper, 
we use the way similar to (2) to deal with the uncertain 
linguistic information. A transformation function is 
defined to transform uncertain linguistic information 
into interval numbers, and then the technique for order 
preference by similarly to ideal solution (TOPSIS) is 
extended to deal with this MAGDM model with interval 
numbers. 

The TOPSIS approach was first developed by 
Hwang and Yoon13 for solving a quantitative MADM 
problem. It is based on the principle that the chosen 
alternative should have the shortest distance to the 
positive ideal solution (PIS) and the farthest distance to 
the negative ideal solution (NIS). The PIS is a 
hypothetical best alternative, which takes the best value 
on each attribute, while the NIS is a hypothetical worst 
alternative, which takes the worst value on each 
attribute. The TOPSIS approach is widely discussed in 
literatures.14-18 Since the complexity of decision making 
problems in practice, TOPSIS has been extended to deal 
with MADM problems under many kinds of 
environments such as fuzzy environments,19-23 group 
decision-making environments,24-27 etc. The aim of this 
paper is the development of a TOPSIS procedure for 
dealing with MAGDM problems based on interval 
numbers. In order to preserve the uncertainty of original 
information, the defined PIS, NIS and distance index 
are not crisp values but interval numbers. 

The rest of the paper is organized as follows: 
Section 2 briefly introduces many basic definitions and 
their properties. Section 3 introduces the extended 
TOPSIS procedure of MAGDM with interval numbers. 
In section 4, an example is shown to illustrate the 
proposed approach. Section 5 is a case study about the 
evaluation of strategic research & development (R&D) 
projects. The paper is concluded in Section 6. 

2. Preliminaries 

The linguistic approach is a qualitative evaluation of 
alternatives by means of linguistic variables. Suppose 
that 

{ | 0,1, , }iS s i T= =  
is a finite and completely ordered discrete term set, 
where  represents a possible value for a linguistic 
variable. For example, a set of nine terms could be 

is
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S = { = extremely poor; =very poor; = poor; 

=slightly poor; =fair; =slightly good; 

=good; =very good; =extremely good }. 

0s 1s 2s

3s 4s 5s

6s 7s 8s

 

The term set satisfies the following conditions: S
(i)  is ordered: ≽S is js if and only if i j ;  ≥

(ii) There is the negation operator: neg ( ) =is js  

such that ; j T i= −
To preserve all the given information, we extend 

the discrete term set to a continuous term set  S

0{ |S s sα= ≼ sα ≼ , [0, ]Ts T }α ∈  
whose elements also meet all the characteristics above. 

Definition 1.6 [ , ]s s sα β= is called the uncertain 

linguistic variable, where ,s s Sα β ∈ , sα and sβ are 
the lower and upper limits respectively.  

Uncertain linguistic variable is an interval of 
linguistic evaluation. It allows the uncertainty of 
expert’s assessments. For example,  means the 
alternative is evaluated between “slightly good” and 
“good”. According to the characteristic of uncertain 
linguistic variable, we construct a transformation 
function to convert uncertain linguistic variables to 
interval numbers. 

5 6[ , ]s s

Definition 2. Let  be a set of uncertain linguistic 
variables and T  a set of interval numbers. The 
mapping 

S

: S → Tϕ  is defined as 

( ) [ , ], [ , ] .s s s sα βϕ α β= ∀ = S∈  

In decision making problems with interval 
information, the ranking of interval numbers is an 
important part. The comparison method of interval 
numbers given by Nakahara et al.28 recurs to the 
following conception: 

Definition 3. Let 1 1 1[ , ]t α β=  and 2 2[ , ]t 2α β=  be 

interval numbers, l1 1 1β α= − 2 2 2l, β α= −

2t t≥
. Then the 

degree of possibility of  is defined as 1

1 2
1 2

1 2

( ) min{max( ,0),p t t
l l

Similarly, the degree of possibility of  is defined 
as  

2t t≥ 1

2 1
2 1

1 2

( ) min{max( ,0),1}p t t
l l
β α−

≥ =
+

            (2) 

Theorem 1. The degree of possibility defined in 
definition 3 satisfies the following properties: 

(i) 1 2 2 10 ( ) 1, 0 ( ) 1p t t p t t ;≤ ≥ ≤ ≤ ≥ ≤  

(ii) especially,1 2 2 1( ) ( )p t t p t t≥ + ≥ =1, 1 1( )p t t≥ =
2;

  

 2 2( ) 1/p t t≥ =

(iii) 1 2
1( )
2

p t t≥ ≥  if and only if 1 1α β+ ≥  

2 2.α β+  Especially, 1 2
1( )
2

p t t≥ =  if and 

only if 1 1 2 2.α β α β+ = +  

According to the principle of TOPSIS (i.e. the 
chosen alternative should have the shortest distance to 
the positive ideal solution and the farthest distance from 
the negative ideal solution), the distance measurement 
of alternatives is a key step which should affect the final 
ranking of alternatives. The existing distance 
measurements of interval numbers are crisp numbers 19, 
which eliminate the uncertainty of original assessments. 
In order to reduce the lost of information, we try to 
present a new distance measurement which is in the 
form of interval numbers.  

Definition 4. Let 1 1[ , ]t 1α β=  and 2 2[ ,t 2 ]α β=  be 

interval numbers. The distance of t  and  is defined 
as 

1 2t

1 2 1 2 1 2

1 2 1 2

( , ) [min( , ),

max( , )].

d t t α α β β

α α β β

= − −

− −
 

It is easy to see that  is identical with the 

distance of crisp numbers when 
1 2( , )d t t

1}β α−
≥ =

+
           (1) 

1 1α β= 2 2 and α β= . 

Especially, when the span of the two intervals  and 

are the same, the distance is degenerated to 
a crisp number which equals to the distance of the 
midpoints of  and .  

1t

2t 1 2( , )d t t

1t 2t
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Theorem 2. The distance of interval numbers defined 
in definition 4 satisfies the following properties:  
(i)  and  if and 

only if  
1 2( , ) [0,0],d t t ≥ 1 2( , ) [0,0]d t t =

1 2 ,t t=
(ii)   1 2 2 1( , ) ( , ),d t t d t t=

(iii) 1 2 1 3 2 3
1{ ( , ) ( , ) ( , )}
2

p d t t d t t d t t≤ +

 

≥  

where  are arbitrary interval numbers. 1 2 3, ,t t t

Proof. Properties (i) and (ii) are evident and their 
proofs are omitted here. The proof of property (iii) is as 
follows: 

According to definition 4, we have 

1 2 1 2 1 2

1 2 1 2

( , ) [min( , ),

max( , )] [ , ],

= − −

− −

d t t

a b

α α β β

α α β β
 

1 3 1 3 1 3

1 3 1 3

( , ) [min( , ),

max( , )] [ , ],

= − −

− −

d t t

c d

α α β β

α α β β
 

2 3 2 3 2 3

2 3 2 3

( , ) [min( , ),

max( , )] [ , ].

d t t

e f

α α β β

α α β β

= − −

− −
 

So 

1 3 2 3( , ) ( , ) [ , ] [ , ]
[ ,

+ = +

= + +

d t t d t t c d e f
c e d f ].

 

Since 

1 3 1 3 2 3 2 3

1 3 2 3 1 3 2 3

1 2 1 2

( ) ( ) ( ) ( )

,

+ + + = + + +

= − + − + − + −

= − + − + − + −

≥ − + − = +

c e d f c d e f

a b

α α β β α α β β

α α α α β β β β

α α β β

 

then according to the 3rd conclusion of theorem 1, we 
have 

1 2 1 3 2 3
1{ ( , ) ( , ) ( , )} .
2

p d t t d t t d t t≤ + ≥   □ 

In the multi-attribute decision making environment, 
alternatives are evaluated under multiple attributes. So 
the evaluation information of each alternative can be 
considered as a vector whose dimension is the number 
of attributes. Well then the distance of alternatives can 
be described as the distance of n-dimensional vectors.  

Definition 5. Let 1 1 2 2([ , ],[ , ], ,[ , ])n nM α β α β α β=  

and 1 1 2 2 n n([ , ],[ , ], ,[ , ])N γ δ γ δ γ δ=  be n-

dimensional interval numbers, the distance of M and N 
is defined as  

1 1

1 1

( , ) [min( , ),

max( , )]

n nk k
k kj j j j

j j

n nk k
k kj j j j

j j

d M N α γ β δ

α γ β δ

= =

= =

= − −

− −

∑ ∑

∑ ∑

 

where  is an arbitrary natural number.  k

It is easy to see that the distance defined in 
definition 5 is consistent with definition 4 for 1n = . 
When 1k = , the distance measurement is the absolute 
value distance. When 2k = , the distance measurement 
is the Euclidean distance. When k , the distance 
measurement is the Chebyshev distance. When k  is 
increasing from 1 to 

= +∞

+∞ , the attribute which has the 
biggest difference become more important, and it 
become the only acting attribute when k . The 
intuitionistic explanation of the distance of 2-
dimensional interval numbers (for )  

= +∞

2k = is shown as 
follows.  

 
Fig. 1.  The distance of 2-dimensional interval numbers 

Suppose M 1 1 2 2],[ , ]}{[ ,α β α β= and 1 1 2 2{[ , ],[ , ]N }γ δ γ δ=  
are 2-dimensional interval numbers which correspond 
to the two rectangles shown in Fig. 1. The x-axis and y-
axis denote the first and second components of the 2-
dimensional interval numbers respectively. According 
to definition 5, the distance between M and  is N

2 2 2
1 1 2 2 1 1 2 2

2 2 2
1 1 2 2 1 1 2 2

( , ) [min( ( ) ( ) , ( ) ( ) ),

max( ( ) ( ) , ( ) ( ) )].

= − + − − + −

− + − − + −

d M N α γ α γ β δ β δ

α γ α γ β δ β δ

2

2
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|From Fig. 1, we can see that 1 1|α γ−  is the 
distance  between vertex A and E, while AEd 2 2| |α γ−  
is the distance  between vertexes A’ and E. So we 
have 

'A Ed

2 2 2 2
1 1 2 2 '( ) ( ) AE A E AAd d dα γ α γ− + − = + = ' .  

Similarly, we have 
2 2 2 2

1 1 2 2 ' ' ' '( ) ( ) CE C E CCd d dβ δ β δ− + − = + = .  

So the distance between M  and  is N
2 2 2

1 1 2 2 1 1 2 2

2 2 2 2
1 1 2 2 1 1 2 2

' ' ' '

( , ) [min( ( ) ( ) , ( ) ( ) ),

max( ( ) ( ) , ( ) ( ) )]
[min( , ),max( , )].AA CC AA CC

d M N

d d d d

α γ α γ β δ β δ

α γ α γ β δ β δ

= − + − − + −

− + − − + −

=

2

1

 

Especially when 1 1 1β α δ γ− = −   and 

2 2 2 2β α δ γ− = − , we have  
2 2

1 1 2 2

2 2
1 1 2 2

( , ) ( ) ( )

( ) ( )

d M N α γ α γ

β δ β δ

= − + −

= − + − .
 

It means that when the shapes of the two rectangles 
are same (not allowing the rotation), then one of them 
can superpose the other by moving, and the distance of 
the two rectangles equals to the distance of their centres. 

Theorem 3. The distance of n-dimension interval 
numbers defined in definition 5 satisfies the following 
properties:  

(i)   if and only 
if 
( , ) [0,0],d M N ≥ ( , ) [0,0]d M N =

M N= ; 
(ii) ;  ( , ) ( , )d M N d N M=

(iii) 1{ ( , ) ( , ) ( , )}
2

p d M N d M L d N L≤ + ≥ . 

where ,M N  and L  are arbitrary n-dimension 
interval numbers. 

The proof of Theorem 3 is similar to the proof of 
Theorem 2.  

3. The proposed approach 

In this section, we present the model of MAGDM 
problem with numerical and uncertain linguistic 
information. The extended TOPSIS procedure is 
presented to deal with the model.  

The MAGDM problem with numerical and 
uncertain linguistic information can be expressed in 
matrix format as 

1 2

( ) ( ) ( )
11 12 11
( ) ( ) ( )

2 21 22 2( )

( ) ( ) ( )
1 2

n

k k k
n

k k k
nk

k k km
m m mn

C C C

s s sA
A s s sD

A s s s

⎡ ⎤
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

1 2( , , , )lλ λ λΛ =  

( ) ( ) ( ) ( )
1 2( , , ,k k k

nW w w w= )k  

where 1 2, , , mA A A  are possible alternatives among 
which decision makers have to choose,  
are attributes with which alternative performances are 
measured, 

1 2, , , nC C C

( )kD  is the decision matrix given by the kth 
expert with its elements 

( )k
ijs  being the performance 

ratings of alternative iA  with respect to the attribute 
jC , 

kλ  is the weight of the kth expert, and  is the 
weighting vector of attributes given by the k

( )kW
th expert. 

The performance ratings on qualitative attributes are 
uncertain linguistic variables, while for quantitative 
attributes, the performance ratings are crisp values or 
interval numbers. 

The extended TOPSIS procedure for the above 
model is given as follows: 

Step 1. Convert all the uncertain linguistic variables 
in decision matrices to interval numbers by using the 
mapping ϕ  to get decision matrices 

. So the elements of  
are crisp numbers or interval numbers. 

( ) ( )( ), 1,2, ,k k
ijT t k= = l ( )kT

Step 2. Aggregate the weights of attributes given by 
 DMs to get the aggregated weight l

1 2( , , , )nW w w w=  as  

( )

1

, ( 1, 2, , )
=

= =∑
l

k
j k j

k

w w j nλ

t

n

             (3) 

Step 3.  Aggregate the decision matrices of l  DMs 
as 

( )

1

l
k

ij k ij
k

t λ
=

=∑                                (4) 

for all 1, 2, , ; 1, 2, , .i m j= =  The addition and 
scalar multiplication are the corresponding operations 
of interval numbers. 
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Step 4. In order to transform various scales of 
attributes into a comparable scale, we need to 
normalize the data of decision matrix. 

 

2

1

1/ [( ) (
2

m
L L L U
ij ij ij ij

i
y t t t

=

= ∑ 2) ]+              (5) 

2

1

1/ [( ) ( )
2

m
U U L U
ij ij ij ij

i
y t t t

=

= ∑ 2 ]+

)n

L U L U
ij ij ij ij ij ijy y y t t t i m j n= = = =

]

            (6)  

( 1, , ; 1, ,i m j= =  
where 

.  [ , ], [ , ], ( 1, , ; 1, , )
Crisp numbers can also be normalized by Eq. (5) 

and Eq. (6), since they can be seemed as special 
interval numbers whose lower and upper limits are 
equal. 

Step 5. Considering the different importance of 
each attribute, we construct the weighted normalized 
decision matrix as 

[ ,

( 1, , ; 1, , )

L U
ij j ij j ij j ijz w y w y w y

i m j n

= =

= =
          (7) 

Step 6. Determine the positive ideal solution and 
the negative ideal solution as 

1 2{ , , , }
{(max | ), (min | )}

n

ij ijii

A z z z
z j I z j J

+ + + +=
= ∈

1 2{ , , , }
{(min | ), (max | )}

n

ij iji i

A z z z
z j I z j J

− − − −=
= ∈

∈

∈
 

where I  is the set of subscripts associated with benefit 
attributes, and J  is the set of subscripts associated 
with cost attributes.  

The maximum and minimum elements can be 
obtained by using definition 3. Let’s take for example 
the calculation of . Firstly, comparing the elements 

of vector  in pairs by using Eq. (1) 

to get , it represents the degree of possibility of 

, . Then constructing a 

complementary matrix , where , 

1z+

11 21 1( , , , )T
mz z z

ijp

1 1i jz z≥ ( , 1, 2, , )i j m=

( )ij m mP p ×= 0ijp ≥

1
2iip =  and , . 

Secondly, adding the elements in each line of P , we 

get 

1ij jip p+ = , 1, 2, ,i j m=

1

,
m

i ij
j

p p
=

= ∑ 1, 2, ,i m= . Finally, rank all the 

arguments 1( 1, 2, ,iz i m)=  in descending order in 

accordance with the order of ( 1, 2, ,=i )p i m .  1
+z  

is the maximum or minimum of  

depending upon whether  is a benefit attribute or a 
cost one. 

1( 1, 2, ,=iz i m)

1C

Step 7. Calculate the separations of alternatives 

1 2{ , , , }, 1, 2,= =i i i inA z z z i m

}

 from the positive 
ideal solution  

1 2

1 1 2 2

{ , , , }

{[ , ],[ , ], ,[ , ]

+ + + +

+ + + + + +

=

=
n

L U L U L U
n n

A z z z

z z z z z z
 

and the negative ideal solution  

1 2

1 1 2 2

{ , , , }

{[ , ],[ , ], ,[ , ]}

− − − −

− − − − − −

=

=
n

L U L U L U
n n

A z z z

z z z z z z
 

respectively. It recurs to the concept of “the distance of 
n-dimensional interval numbers” (definition 5). In this 
paper, we use the traditional Euclidean distance to 
measure the separations, and the formulas are: 

2 2

1 1

2 2

1 1

( , )

[min( ( ) , ( ) ),

max( ( ) , ( ) ],

+ +

+ +

= =

+ +

= =

=

= − −

− −

∑ ∑

∑ ∑

i i

n n
L L U U

j ij j ij
j j

n n
L L U U

j ij j ij
j j

d d A A

z z z z

z z z z

    (8) 

2 2

1 1

2 2

1 1

( , )

[min( ( ) , ( ) ),

max( ( ) , ( ) ].

− −

− −

= =

− −

= =

=

= − −

− −

∑ ∑

∑ ∑

i i

n n
L L U U

j ij j ij
j j

n n
L L U U

j ij j ij
j j

d d A A

z z z z

z z z z

     (9) 

( 1, 2, , )=i m  
Step 8. The relative closeness coefficient of 

alternative with respect to is defined as iA +A
/( ), 1, 2, ,− + −= + =i i i id d d d i m         (10) 

The addition and division in Eq. (10) are just the 
corresponding operations of interval numbers. 
Obviously, an alternative  is closer to iA +A  and 

farther from −A  as  approaches to 1. Therefore, id
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according to the closeness coefficient, we can 
determine the ranking order of all alternatives and 
select the best one from among a set of feasible 
alternatives. 

4. Numerical example 

In this section, a problem of supply chain partner 
selection is used to illustrate the proposed approach. A 
core enterprise is to choose a partner from five 
hardware manufacturers. The evaluation attributes are: 
the credit of the manufacturer (C1), the quality of its 
products (C2), the cost of manufacturing (C3), the 
period of manufacturing (C4), the ability of innovation 
(C5), the level of services (C6) and the compatibility of 
the manufacturer (C7). Five candidates (alternatives) Aj 
(j=1,2,3,4,5) are to be evaluated by three experts Ek 
(k=1,2,3) as follows: 

 

⎥
7 8 5 6 5 7 6 7 6 8 7 8 5 7

5 6 6 7 4 5 5 6 4 5 6 8 6 7
(1)

6 8 5 7 6 8 5 7 6 7 5 7 5 6

5 7 4 5 6 7 6 8 5 6 4 5 6 8

[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]
[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]
[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]
[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ ,

=

s s s s s s s s s s s s s s
s s s s s s s s s s s s s s

D s s s s s s s s s s s s s s
s s s s s s s s s s s s s s

4 5 6 8 5 6 4 5 5 7 6 7 4 5

,
]

[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]

⎡ ⎤
⎢
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦s s s s s s s s s s s s s s

 
4 6 6 7 4 5 5 7 7 8 5 6 6 8

6 7 5 7 6 8 5 6 5 7 6 7 5 6
(2)

6 8 6 7 6 8 5 7 5 6 6 8 6 7

7 8 5 6 6 7 6 8 5 6 6 7 5 6

[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]
[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]
[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]
[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ ,

=

s s s s s s s s s s s s s s
s s s s s s s s s s s s s s

D s s s s s s s s s s s s s s
s s s s s s s s s s s s s s

5 6 6 8 4 7 5 6 6 7 6 8 6 8

,
]

[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦s s s s s s s s s s s s s s

 
7 8 6 8 5 6 5 6 5 7 6 7 5 6

5 6 6 8 7 8 6 7 6 7 4 6 5 6
(3)

6 7 6 7 6 8 5 6 7 8 7 8 5 7

4 5 6 7 4 6 7 8 5 6 6 7 6 7

[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]
[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]
[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]
[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ ,

=

s s s s s s s s s s s s s s
s s s s s s s s s s s s s s

D s s s s s s s s s s s s s s
s s s s s s s s s s s s s s

5 7 5 7 4 6 4 7 4 5 5 6 6 7

.
]

[ , ] [ , ] [ , ] [ , ] [ , ] [ , ] [ , ]

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦s s s s s s s s s s s s s s

 
The meaning of the above linguistic variables is: 
= extremely poor, 1s =very poor, 2s = poor, 

=slightly poor, 4 =fair, 5 =slightly good, 6s =good, 
7 =very good, =extremely good. For example, the 

first element [ 4 , 6 ] of decision matrix D

0s
3s s s

s 8s
s s (2) means the 

credit of candidate A1 is evaluated between   “fair” and 
“good” by expert E2. 

The weight vector of the three experts is 
(0.3,0.4,0.3)Λ = , and the weight vectors of the seven 

attributes given by the three experts are 
W (1) = (0.15, 0.2, 0.15, 0.1, 0.1, 0.15, 0.15), 
W (2) = (0.2, 0.15, 0.1, 0.1, 0.15, 0.1, 0.2), 
W (3) = (0.2, 0.2, 0.15, 0.1, 0.05, 0.2, 0.1).  

According to the proposed steps, we first convert 
the uncertain linguistic variables in decision matrices to 
interval numbers by using the mapping ϕ . For example, 
the decision matrix  is converted to  (1)D

(1)

[7,8] [5,6] [5,7] [6,7] [6,8] [7,8] [5,7]
[5,6] [6,7] [4,5] [5,6] [4,5] [6,8] [6,7]

.[6,8] [5,7] [6,8] [5,7] [6,7] [5,7] [5,6]
[5,7] [4,5] [6,7] [6,8] [5,6] [4,5] [6,8]
[4,5] [6,8] [5,6] [4,5] [5,7] [6,7] [4,5]

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

T  

Then we get the aggregated weight vector of 
attributes 

W = (0.185, 0.18, 0.13, 0.1, 0.105, 0.145, 0.155). 
The aggregated decision matrix is 

[5.8,7.2] [5.7,7.0] [4.6,5.9]
[5.4,6.4] [5.6,7.3] [5.7,7.1]
[6.0,7.7] [5.7,7.0] [6.0,8.0]
[5.5,6.8] [5.0,6.0] [5.4,6.7]
[4.7,6.0] [5.7,7.7] [4.3,6.4]

[5.3,6.7] [6.1,7.7] [5.9,6.9] [5.4,7.1]
[5.3,6.3] [5.0,6.4] [

⎡
⎢
⎢
⎢=
⎢
⎢
⎢⎣

T

5.4,7.0] [5.3,6.3]
.[5.0,6.7] [5.9,6.9] [6.0,7.7] [5.4,6.7]

[6.3,8.0] [5.0,6.0] [5.4,6.4] [5.6,6.9]
[4.4,6.0] [5.1,6.4] [5.7,7.1] [5.4,6.8]

⎤
 

⎥
⎥
⎥
⎥
⎥
⎥⎦

)

The relative closeness coefficients of the five 
alternatives are d1=[0.3936, 0.7353], d2=[0.34986, 
0.6660], d3=[0.5021, 1.0271], d4=[0.3593, 0.5831], 
d5=[0.1733,0.6225]. 

According to definition 3, we can rank the order of 
( 1, 2, ,5=id i  as . So 

the ranking order of  is 

. It may not be the unique 
ranking since all the relative closeness coefficients are 
overlapping, which owe to the uncertainty of initial 
evaluation. We further consider the following three 
accurate situations: the performance ratings of all 
alternatives are the lowest grade, the highest grade and 

3 1 2 4> > > >d d d d d5

)

5

( 1, 2, ,5=iA i

3 1 2 4A A A A A
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5A A A A

4 5

the medial grade of the initial evaluation respectively. 
Using the traditional TOPSIS procedure, we obtain the 
ranking results are A , 

, and
3 1 4 2

3 1 2 5A A A A A 3 1 2 4A A A A A  
respectively. Comparing the ranking result under 
uncertain environment with three accurate cases, we 
find that the ranking of A3 and A1 are unaltered and 
they are the first two alternatives. While the ranking of 
A2, A4 and A5 changes. A2 and A5 are considered as the 
third one and the last one respectively three times of 
the four results. 

In the attribute hierarchy, three general attributes are 
considered: “Quality of production”, “Process control” 
and “The added value of project”. “Quality of 
production” is an abstract concept that could not be 
judged directly, and therefore is decomposed into three 
detailed concepts: “Scale and importance”, “Technique” 
and “Theoretical value and level of innovation”. If these 
concepts are still too abstract to be evaluated directly, 
they should be decomposed into more detailed factors 
until they could be directly evaluated. In our research, 
“Quality of production” is a hierarchical structure of 
three levels shown in Fig. 2.  

5. Case study: checkout and evaluation system 
of strategic R&D projects Quality of 

 production 

Scale and 
importance of 

project 

Content of 
 technique 

Theoretical value 
and level of 
innovation 

Theoretical 
level 

Innovation Individual 
design 

The case was originated from an analysis of the 
performance of several strategic research & 
development (R&D) projects for a car manufacturer in 
China, and the data was taken from a research project 
titled “Evaluation of R&D projects and study on 
incentive mechanism of R&D personnel of Jianghuai 
Automotive Co., Ltd (JAC)”. The research was 
conducted in close collaboration with the leaders in the 
marketing department, manufacturing department, and 
human resource department of the company. The 
company has established a preliminary system of 
checkout and evaluation. However, the evaluation of 
the projects in the system is purely based on subjective 
analysis, some basic attributes are only roughly 
described, and some important attributes have not been 
established yet. Thus, there is a need to improve the 
current checkout and evaluation system and provide a 
more complete set of attributes and a more scientific 
and reliable evaluation system. This section is devoted 
to the development of such a system. 

 
Fig. 2.  The hierarchical structure for quality of production in 

“R&D projects evaluation system” 

In the above evaluation framework, “Theoretical 
level”, “Innovation” and “Individual design” are 
referred to as three basic factors associated with its 
upper attribute “Theoretical value and level of 
innovation” in the second level of the hierarchy. 

5.1.  Attributes for “checkout and evaluation 
system of strategic R&D projects” 

Twelve group meetings were held to have discussions 
with the faculties of the car factory. These face-to-face 
discussions helped us to understand their present 
project management and evaluation system, as well as 
the problems and recommendations provided by the 
faculties in each department. From these meetings and 
discussions, a hierarchy of attributes on which to 
evaluate the strategic R&D projects is developed.  

Based on this decomposition progress, we obtain 
the complete three-level hierarchy of attributes for 
evaluation of strategic R&D projects as shown in Table 
1. Seventeen basic attributes for the evaluation of R&D 
projects are identified. Eleven of them are qualitative 
and the rest are quantitative. 
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Table 1.  The standard table for checkout and evaluation system of strategic R&D projects 

General attributes Attributes in the second level Factors in the lowest level(contents of evaluation) 

Workload C1
 

Origin of members C2Scale and importance of project
Importance of project C3  

Complexity of critical technique C4

Cost performance of product C5

Reliability of product C6  
Content of technique 

Economy C7 

Theoretical level of project C8  
Degree of innovation C9

Quality of production 

Theoretical value and level of 
innovation 

Ratio of individual design C10

Quality of project C11  
Delayed time for project C12  Process control 

Investment C13  
Construction of regulation system of project team C14  

Routine operational management documents C15  Project team 
Management documents about R&D process of product C16  

Added value of 
project 

Continuity of technique Accumulation and continuity of technique C17 

 
Considering the complexity of handling multiple 

attributes simultaneously, it is important to get a group of 
experts involved for assigning attributes’ weights, who 
may have different backgrounds and expertise and may 
represent conflicting interests. It is therefore necessary to 
achieve group judgments from individual experts’ 
estimation. The group analytic hierarchy process (GAHP) 
is a method for generating the aggregated weights of 
attributes from the judgments given by a group of experts. 

In the process of eliciting group judgements, paired 
comparisons between every two attributes are provided 
by each expert to construct his or her judgment matrix. 
Then the judgment matrices of all experts are aggregated 
to form an overall judgment matrix. There are several 
approaches that can be used for the aggregation of paired 
comparison matrices, for instance, the ideal synthesis 
matrix in a group context, the additive convex set and 
Hadamard convex set of judgmental matrices.29 These 
approaches can minimize the impact of inconsistence 
among individual expert judgments. In this paper, 
Hadamard convex set of judgmental matrices is 
implemented to construct an overall judgment matrix. 
Then, the analytic hierarchy process (AHP) approach is 
applied to calculate the weight of each attribute. The 
whole process is referred to as a generalized AHP 
approach, or GAHP.30

200 questionnaires for comparing the importance of 
the attributes listed in table 1 were sent to the members of  
the R&D centre and the relevant leaders of the company, 
from which 172 questionnaires were returned with 5 
completely useless and 10 partly useless. Based on the 
172 questionnaires, the GAHP approach is used to 
calculate the weights of attributes, and the result is as 
follows. The weights of the attributes in the first level are 
given by 

ω1= 0.3957, ω2= 0.3617, ω3= 0.2426; 
The weights of the attributes in the second level are given 
by 

ω1, 1= 0.2886, ω1, 2= 0.3845, ω1, 3= 0.3269; 
ω2, 1= 0.4919, ω2, 2= 0.2175, ω2, 3= 0.2906; 

ω3, 1= 0.4794, ω3, 2= 0.5206. 
The weights of the attributes in the third level are given 
by 

ω1, 1, 1= 0.2247,  ω1, 1, 2= 0.2438, ω1, 1, 3= 0.5315; 
ω1, 2, 1= 0.1319, ω1, 2, 2= 0.2692, 
ω1, 2, 3= 0.3781, ω1, 2, 4= 0.2208; 

ω1, 3, 1= 0.2446, ω1, 3, 2= 0.4050, ω1, 3, 3= 0.3504; 
ω3, 1, 1= 0.2842,  ω3, 1, 2= 0.3430, ω3, 1, 3= 0.3728. 

The weights listed above represent the relative 
importance of each attribute with respect to its upper 
level attribute. We can obtain the absolute weight of each 
attribute by simple calculation. And the weights of the 
seventeen basic attributes are given as follows: 
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w1= 0.03, w2= 0.03, w3= 0.06, w4= 0.03, w5= 0.04,      
w6= 0.06, w7= 0.03, w8= 0.03, w9= 0.05, w10= 0.04,     
w11= 0.18, w12= 0.07, w13= 0.1, w14= 0.03, w15= 0.04,     
w16= 0.05, w17= 0.13. 

The value of each weight listed above is rounded to 
make the evaluation simpler, with some small 
adjustments so that the sum of weights equals to 1.  

5.2. The acquisition of evaluation information 

The four strategic R&D projects to be evaluated are Light 
Trailers (A1), Heavy Trailers (A2), Multi-Purpose 
Vehicles (A3) and Small Recreation Vehicles (A4).  

5.2.1. The evaluation of strategic R&D projects with 
respect to quantitative attributes 

There are six quantitative attributes among the seventeen 
basic ones, which are Workload (C1), Origin of members 
(C2), Reliability of product (C6), Ratio of individual 
design (C10), Delayed time for project (C12) and 
Investment of project (C13).  

C1: Workload 
Workload is evaluated by the expected completion 

time of each project, which is associated with the scale 
and importance of production. It is considered to be the 
worst in terms of workload if a project is not complex 
and is planned to be completed within only one month, 
and a project is assessed to be better if it is complex and 
is planned for more time. So it is a benefit attribute. 

C2: Origin of members 
The members of a project may come from different 

departments. A project is considered to be more 
important if its members are from more departments, so it 
is also a benefit attribute. 

C6: Reliability of products 
It is evaluated by the number of broken-down 

products in every 100 products in three months.  
C10:  Ratio of individual design 
If a product is completely designed by the members 

of the company, it is assessed the highest grade. The 
higher the ratio of individual design, the better the 
evaluation grade.  

C12: Delayed time for project 
It is evaluated by the delay time of projects. If a R&D 

project is completed ahead of its schedule or on time, 
then as far as completion time is concerned, the project is 
evaluated as the highest grade. So it is a cost attribute. 

C13: Investment of projects 
It is evaluated by the percentage of overspending 

compared with the budget. A project would be assessed 
to be best if there is cost saving or no overspending; 
otherwise it will be assessed to different grades in 
accordance with its overspending percentage. It is also a 
cost attribute. 

The performance ratings of R&D projects with 
respect to the six quantitative attributes are shown in 
Table 2.  

Table 2.   Original evaluation of strategic R&D projects in 
quantitative attributes 

C1 

(Mo
nths)

C2 C6
C10 

(%) 

C12 

(Mon
ths) 

C13 

(%)

Quantitative 
Attributes

 
 
Alternatives 0.03 0.03 0.06 0.04 0.07 0.1

Light Trailer 3 4 unknown 70~80 2 0 

Heavy Trailer 3 4 unknown 80~90 0 0 

MPV 8 4 unknown 70~80 0 0 

SRV 10 4 unknown 70~80 0 0 

5.2.2. The evaluation of strategic R&D projects with 
respect to qualitative attributes 

The rest eleven attributes are qualitative, they are 
evaluated as follows: 

C3: Importance of project 
The importance of project is evaluated by the effect 

of a project on the factory, such as to fill a gap in the 
product structure and have strategic significance to the 
factory, to fill a gap in single product, to make an 
accommodation, etc. 

C4: Complexity of critical technique 
The evaluation grades of C4 should be marked off 

according to the complexity of technology applied in the 
product. The more complex the technology applied, the 
higher the evaluation grade would be assumed.  

C5: Cost performance of product 
Six products of the same type are selected to make 

comparison evaluation of cost performance. For example, 
when heavy trailer is evaluated with respect to cost 
performance, six heavy trailers of the similar type 
(considering weight, oil consumption and so on) in other 
car factories are selected. Then the evaluation is obtained 
by comparing the heavy trailer with the selected six 
heavy trailers with respect to cost performance. 
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C16: Management documents about R&D process of 
products 

C7: Economy 
It is evaluated by comparing the fuel consumption of 

products with other similar type of vehicles.  It is evaluated by the maturity and the management 
effect of management documents about R&D process of 
products. 

C8: Theoretical level of project 
It is evaluated by the theoretical level reflected from 

the R&D projects. C17: Accumulation and continuity of technique 
C9: Degree of innovation It is evaluated by the possible contribution for future 

projects. A project would be evaluated as high grade if its 
technique or theory has great significance for future 
projects.  

It is evaluated by the innovation degree reflected from 
the R&D projects. 

C11: Quality of project 
The evaluation of R&D projects with respect to 

qualitative attributes is given by five experts: one 
managing director, two designers and two technicians. 
The relative importance of each expert is managed 
according to the importance observed through interviews 
with the manager, and the weights of experts are 
determined as 0.25, 0.2, 0.2, 0.2 and 0.15. 

According to the plan of projects, check the 
performance of projects including the achievement of 
technique criteria and the standardization of manipulation. 
It would be given high evaluation grade if all technical 
criteria reach or exceed the expected standard. While a 
project would be marked poor if quality accident occurs. 

C14: Construction of regulation system of project 
team  There are nine linguistic terms for experts to evaluate: 

= extremely poor, =very poor, = poor, 
=slightly poor, =fair, =slightly good, =good, 
=very good, =extremely good. Uncertain evaluation 

is allowed because of the complexity of this evaluation 
problem, and the evaluation information given by experts 
is shown in table 3. 

0s 1s 2s
3s 4s 5s 6s
7s 8s

It is evaluated by the maturity and the management 
effect of regulation documents. 

C15: Routine operational management 
It is evaluated by the maturity and the management 

effect of routine management documents. 

Table 3.  Original evaluation of strategic R&D projects on qualitative attributes 

C3 C4 C5 C7 C8 C9 C11 C14 C15 C16 C17Qualitative Attributes 
0.06 0.03 0.04 0.03 0.03 0.05 0.18 0.03 0.04 0.05 0.13 

Light trailer [s4, s6] [s5, s7] [s6, s8] [s7, s8] [s5, s7] [s3, s5] [s6, s8] [s4, s5] [s4, s6] [s4, s6] [s6, s7]
Heavy Trailer [s7, s8] [s7, s8] [s6, s7] [s5, s7] [s6, s7] [s4, s6] [s7, s8] [s5, s7] [s6, s7] [s5, s7] [s7, s8]

MPV [s5, s7] [s6, s7] [s6, s8] [s6, s7] [s7, s8] [s5, s7] [s5, s7] [s4, s6] [s6, s7] [s6, s8] [s6, s8]
E1

SRV [s6, s8] [s6, s8] [s5, s6] [s4, s6] [s6, s8] [s3, s5] [s6, s8] [s4, s6] [s5, s6] [s5, s7] [s6, s8]
Light trailer [s4, s6] [s5, s6] [s6, s7] [s6, s8] [s4, s6] [s0, s2] [s6, s7] [s3, s4] [s4, s6] [s4, s6] [s6, s7]

Heavy Trailer [s6, s8] [s6, s8] [s5, s7] [s5, s6] [s6, s7] [s2, s4] [s6, s8] [s4, s6] [s5, s7] [s5, s7] [s6, s8]
MPV [s5, s7] [s6, s7] [s6, s7] [s5, s7] [s6, s7] [s3, s5] [s5, s7] [s3, s5] [s5, s7] [s6, s7] [s6, s7]

E2

SRV [s6, s7] [s6, s7] [s4, s6] [s4, s5] [s6, s8] [s1, s3] [s6, s7] [s3, s4] [s4, s6] [s5, s7] [s6, s7]
Light trailer [s3, s5] [s4, s6] [s6, s7] [s7, s8] [s4, s6] [s1, s2] [s6, s7] [s3, s5] [s4, s5] [s4, s6] [s5, s6]

Heavy Trailer [s5, s7] [s6, s7] [s5, s7] [s6, s7] [s5, s7] [s2, s4] [s7, s8] [s5, s6] [s5, s7] [s6, s7] [s5, s7]
MPV [s4, s6] [s5, s7] [s5, s7] [s6, s7] [s5, s7] [s3, s4] [s5, s7] [s4, s6] [s5, s7] [s6, s8] [s5, s6]

E3

SRV [s5, s7] [s6, s7] [s4, s6] [s5, s6] [s6, s7] [s1, s3] [s6, s7] [s4, s6] [s4, s7] [s5, s7] [s5, s6]
Light trailer [s5, s6] [s5, s6] [s5, s7] [s6, s8] [s5, s6] [s0, s1] [s4, s5] [s3, s5] [s4, s6] [s3, s5] [s5, s7]

Heavy Trailer [s6, s8] [s6, s8] [s5, s7] [s5, s7] [s6, s7] [s3, s4] [s5, s7] [s5, s7] [s6, s7] [s5, s6] [s6, s8]
MPV [s5, s6] [s6, s7] [s6, s7] [s6, s7] [s6, s8] [s3, s5] [s3, s5] [s4, s5] [s6, s7] [s5, s7] [s5, s7]

E4

SRV [s6, s7] [s6, s7] [s5, s6] [s4, s6] [s6, s8] [s2, s4] [s4, s6] [s4, s5] [s5, s6] [s5, s6] [s6, s7]
Light trailer [s4, s6] [s4, s5] [s6, s7] [s7, s8] [s4, s6] [s1, s3] [s5, s7] [s2, s4] [s4, s6] [s4, s5] [s5, s7]

Heavy Trailer [s6, s7] [s5, s7] [s5, s7] [s6, s7] [s5, s7] [s2, s4] [s6, s8] [s4, s6] [s5, s7] [s5, s7] [s6, s7]
MPV [s5, s6] [s5, s6] [s6, s7] [s6, s7] [s6, s7] [s3, s5] [s5, s6] [s3, s5] [s5, s7] [s6, s7] [s6, s7]

E5

SRV [s6, s7] [s5, s7] [s4, s6] [s5, s6] [s6, s8] [s1, s3] [s5, s7] [s3, s5] [s5, s6] [s5, s7] [s6, s7]
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5.2.3.  The acquisition of decision matrices 

As the data on attribute C6 are absent, it can be seemed that 
all the alternatives are evaluated as [s0, s8] with respect to C6. 
Besides C6, there are other attributes which take the same 
value for each alternative, such as C2 and C13. We wipe 
those attributes off before the TOPSIS process. Then using 
the mapping ϕ , we get the numerical decision matrices. For 
example, the numerical decision matrix of expert E1 is 

(1)

3 [4,6] [5,7] [6,8] [7,8] [5,7] [3,5]
3 [7,8] [7,8] [6,7] [5,7] [6,7] [4,6]
8 [5,7] [6,7] [6,8] [6,7] [7,8] [5,7]

10 [6,8] [6,8] [5,6] [4,6] [6,8] [3,5]

[70,80] [6,8] 2 [4,5] [4,6] [4,6] [6,7]
[80,90] [7,8] 0 [5,7] [6,7] [5,7] [7,

⎡
⎢
⎢=
⎢
⎢
⎣

T

8]
.

[70,80] [5,7] 0 [4,6] [6,7] [6,8] [6,8]
[70,80] [6,8] 0 [4,6] [5,6] [5,7] [6,8]

⎤
⎥
⎥
⎥
⎥
⎦

 

5.3.  Evaluation results and analysis 

The proposed approach is applied to evaluating the four 
strategic R&D projects. A MATLAB program is designed to 
implement the approach and the result is shown in table 4.  

Table 4.  Ranking result of strategic R&D projects 

 Relative closeness 
coefficients Ranking result 

A1 [0.0957, 0.1652] 
A2 [0.8061, 0.8243] 
A3 [0.7429, 0.7717] 
A4 [0.7810, 0.7971] 

2 4 3

 

1A A A A

From Table 4, we can see that the relative closeness 
coefficients of the four strategic R&D projects are not 
overlapping, so the ranking result of the four alternatives is 

2 4 3 1A A A A . 

5.4.  Sensitivity analysis 

The sensitivity analysis of weights and evaluation intervals 
will be conducted respectively in this section. 

5.4.1.  Sensitivity analysis of weights 

The combined weights calculated using the GAHP method 
represent the aggregated opinions of all experts involved in 
the investigation, while the sensitivity analysis of weights 

should be conducted based on the above combined 
weights to reflect the views of individual expert or 
department. In this case study, GAHP is used to 
process the data collected from two of the three 
departments, and two different pieces of weights are 
generated. The following are the rounded values of the 
weights calculated using GAHP. The weights 
calculated using the information collected from the 
marketing department are given as follows. The 
weights of the attributes in the first level are given by 

ω1= 0.40, ω2= 0.44, ω3= 0.16; 
The weights of the attributes in the second level are 
given by 

ω1, 1= 0.30, ω1, 2= 0.60, ω1, 3= 0.10; 
ω2, 1= 0.11, ω2, 2= 0.53, ω2, 3= 0.36; 

ω3, 1= 0.45, ω3, 2= 0.55. 
The weights of the attributes in the third level are 
given by 

ω1, 1, 1= 0.50, ω1, 1, 2= 0.25, ω1, 1, 3= 0.25; 
ω1, 2, 1= 0.13, ω1, 2, 2= 0.46, 
ω1, 2, 3= 0.11, ω1, 2, 4= 0.30; 

ω1, 3, 1= 0.25, ω1, 3, 2= 0.42, ω1, 3, 3= 0.33; 
ω3, 1, 1= 0.25, ω3, 1, 2= 0.35, ω3, 1, 3= 0.40. 

So the weights of the seventeen basic attributes are 
obtained as follows: 

w1= 0.06, w2= 0.03, w3= 0.03, w4= 0.03, w5= 0.11, 
w6= 0.03, w7= 0.07, w8= 0.01, w9= 0.02,  

w10= 0.01, w11= 0.05, w12= 0.23, w13= 0.16,  
w14= 0.02, w15= 0.02, w16= 0.03, w17= 0.09. 

The ranking result is shown in table 5. 

Table 5.  Ranking result of strategic R&D projects using the 
weights generated for marketing department 

 Relative closeness 
coefficients Ranking result 

A1 [0.0664, 0.0735] 
A2 [0.8759, 0.8782] 
A3 [0.9457, 0.9476] 
A4 [0.9228, 0.9269] 

3 4 2 1A A A A

The weights calculated using the information 
collected from the manufacturing department is as 
follows. The weights of the attributes in the first level 
are given by 

ω1= 0.47, ω2= 0.34, ω3= 0.19 
The weights of the attributes in the second level are 
given by 
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ω1, 1= 0.41, ω1, 2= 0.35, ω1, 3= 0.24; 
ω2, 1= 0.60, ω2, 2= 0.28, ω2, 3= 0.12; 
ω3, 1= 0.49,  ω3, 2= 0.51. 

The weights of the attributes in the third level are given by 
ω1, 1, 1= 0.52, ω1, 1, 2= 0.23, ω1, 1, 3= 0.25; 

ω1, 2, 1= 0.22, ω1, 2, 2= 0.30, 
ω1, 2, 3= 0.17, ω1, 2, 4= 0.31; 

ω1, 3, 1= 0.28, ω1, 3, 2= 0.40, ω1, 3, 3= 0.32; 
ω3, 1, 1= 0.34, ω3, 1, 2= 0.39, ω3, 1, 3= 0.27. 

So the weights of the seventeen basic attributes are obtained 
as follows: 

w1= 0.1, w2= 0.04, w3= 0.05, w4= 0.04, w5= 0.05,  
w6= 0.03, w7= 0.05, w8= 0.03, w9= 0.04,  
w10= 0.04, w11= 0.2, w12= 0.1, w13= 0.04,  
w14= 0.03, w15= 0.04, w16= 0.02, w17= 0.1. 

The ranking result is shown as follows: 

Table 6.  Ranking result of strategic R&D projects using the 
weights calculated for manufacturing department 

 Relative closeness 
coefficients Ranking result 

A1 [0.0898, 0.1370] 
A2 [0.6606, 0.6707] 
A3 [0.7763, 0.7969] 
A4 [0.8435, 0.8554] 

4 3 2

 

1A A A A

It is observed that light trailer (A1) is ranked the worst 
among the four strategic R&D projects no matter whether 
the ranking is based on the weights calculated for the 
marketing department, the manufacturing department or all 
departments, Heavy trailer (A2) is ranked the best among 
these four R&D projects based on the weights for all 
departments, MPV (A3) is ranked the best based on the 
weights for marketing department, while SRV (A4) is ranked 
the best based on the weights for manufacturing department. 
The ranking results are inconsistent due to different opinions 
about the importance of attributes from people in different 
departments. So it is significant to construct several sets of 
weights from different departments to support the decision 
making process.  

5.4.2.  Sensitivity analysis of evaluation intervals 

In the proposed MAGDM model, the form of information 
given by experts can be uncertain linguistic variable, which 
is an interval of linguistic evaluation. If an expert is 
somewhat sure about an alternative, the span of his 
linguistic evaluation intervals may be small. However, the 

span of linguistic evaluation intervals may be large if 
an expert knows little about some alternative or 
attribute. Although uncertain evaluations are common 
in practice because of the limitation of knowledge and 
the complexity of decision problems, it is not helpful 
in decision making if a linguistic evaluation interval 
become too large. Therefore, whenever there is 
uncertain evaluation interval, it is necessary to conduct 
sensitivity analysis to find the range of linguistic 
evaluation intervals which could preserve the ranking 
order of alternatives. 

We try to extend all linguistic evaluation intervals 
half grade a time on both sides (not overstep the lower 
limit s0 and the upper limit s8) until the ranking result 
changes. For example, linguistic evaluation interval [s5, 
s7] is first extended half grade on both sides to [s4.5, 
s7.5], then is extended one more time to [s4, s8], and so 
on.  

We first extend all linguistic evaluation intervals 
half grade on both sides and keep the values on 
quantitative attributes unaltered. After the operation of 
mapping ϕ , we get new decision matrices. For 
example, the new decision matrix given by expert E1 is 
as follows: 

(1)'

3 [3,7] [4,8] [5,8] [6,8] [4,8] [2,6]
3 [6,8] [6,8] [5,8] [4,8] [5,8] [3,7]
8 [4,8] [5,8] [5,8] [5,8] [6,8] [4,8]

10 [5,8] [5,8] [4,7] [3,7] [5,8] [2,6]

[70,80] [5,8] 2 [3,6] [3,7] [3,7] [5,8]
[80,90] [6,8] 0 [4,8] [5,8] [4,8] [6

⎡
⎢
⎢=
⎢
⎢
⎣

,8]
.

[70,80] [4,8] 0 [3,7] [5,8] [5,8] [5,8]
[70,80] [5,8] 0 [3,7] [4,7] [4,8] [5,8]

⎤

T

⎥
⎥
⎥
⎥
⎦

 

The ranking result under the new evaluation 
information can be obtained by running the 
programme, which is 2 4 3 1A A A A

1

.Then we 
extend the linguistic evaluation intervals once again, 
and find the ranking result changes to 

4 2 3A A A A . So we come to the conclusion that 
the ranking result of the four R&D projects will not 
change if the linguistic evaluation intervals of each 
expert is extended no more than one grades on both 
sides. 
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6.  Conclusions 

This paper presented an extended TOPSIS approach 
which is suitable for solving the MAGDM problems in 
environments combining numerical with uncertain linguistic 
information. A transformation function is defined to deal 
with decision information in different formats. In the 
extended TOPSIS procedure, the distance between n-
dimensional interval numbers is defined to measure the 
closeness degree of alternatives, which is in the form of 
interval numbers and is considered to keep more 
information than crisp values. A real problem of evaluation 
of strategic R&D projects was carried out to exemplify the 
proposed approach. The sensitivity analysis of the case was 
also conducted.  

In this paper, the preliminary sensitivity analysis of 
weights and evaluation intervals were conducted. In future 
research, more comprehensive analyses on evaluation 
intervals or uncertain weights need to be conducted to 
support more informative decision making. 
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