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Abstract

The notion of semantic information granulation is explored to estimate the information specificity or
generality of documents. Basically, a document is considered more specific than another document if
it contains more cohesive domain-specific terminologies than that of the other one. We believe that
the dimension of semantic granularity is an important supplement to the existing similarity-based and
popularity-based measures for building effective document ranking functions. The main contributions of
this paper is the illustration of the design and development of a fuzzy ontology based granular information
retrieval (IR) system to improve the effectiveness of IR decision making for various domains. Based on
the notion of semantic information granulation, a novel computational model is developed to estimate
the semantic granularity of documents; these documents can then be ranked according to the information
seekers’ specific semantic granularity requirements. One main component of the proposed computational
model is the fuzzy ontology mining mechanism which can automatically build domain-specific ontology
for the estimation of semantic granularity of documents. Our TREC-based experiment reveals that the
proposed fuzzy ontology based granular IR system outperforms a classical vector space based IR system
in domain specific IR. Our research work opens the door to the applications of granular computing and
fuzzy ontology mining methods to enhance domain specific IR decision making.

Keywords: Text Mining, Fuzzy Ontology, Fuzzy Subsumption, Information Granulation, Granular Com-
puting, Information Retrieval.

Classical similarity-based document ranking func-
tions 2223, and the recent popularity-based ranking
algorithms ' have been applied to developed IR sys-
tems such as Internet search engines. One implicit
assumption behind the document ranking functions
of existing Internet search engines is that popularity

is closely correlated with relevance. Unfortunately,
the correlation between popularity and relevance
could be weak for newly created Web documents 4.
In this paper, we examine if another dimension can
be used to supplement the existing similarity-based
and popularity-based dimensions so as to develop a
more effective document ranking function. In fact,
recent advances in Granular Computing !3!:3? sheds
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light on developing more effective IR systems to al-
leviate the problem of information overload. The
granular computing paradigm emphasizes the effec-
tive use of levels of “granularity” or abstraction to
systematically analyze, represent, and solve real-
world problems 113192132 In granular comput-
ing, information granulation refers to the computa-
tional processes of generating and presenting levels
of granularity of information to facilitate problem
solving 393*17 However, when researchers refer to
information granularity in the discipline of granular
computing, they often mean the ”structural granu-
larity”, that is, the structural abstractions of infor-
mation items such as the coarse level of a docu-
ment containing the finer levels of sections, chap-
ters, paragraphs, sentences, and so on. In the con-
text of IR, we try to apply the concept of infor-
mation granulation to design a granular IR system
which can estimate the “semantic granularity” of
documents (e.g., general vs. specific documents)
and rank these documents with respect to informa-
tion seekers’ specific granularity requirements.

The semantic granularity of a document refers to
the levels of semantic details (i.e., the specificity)
of information contained in the document °. To ob-
jectively estimate the semantic granularity of a doc-
ument, it is possible to refer to a domain ontology
such as the Medical Subject Headings (MeSH)? to
determine if a document contains specific terminolo-
gies or general concepts. It is generally accepted
that ontology refers to a formal specification of con-
ceptualization 3. Since specificity is the antonym
of generality, we will measure a document’s seman-
tic granularity (an attribute) in terms of document
specificity (attribute value) throughout this paper.
As we only focus on the semantic granularity rather
than the structural granularity of documents, we will
loosely use the term granularity to refer to semantic
granularity for the rest of this paper.

Because of the sheer volume of documents
archived on the Web and digital libraries, it is not
practical to manually label “general” or “specific”
documents individually. In fact, it is almost impossi-
ble to assign a static granularity label to a document
because the granularity of a document is subject to

3http://www.nlm.nih.gov/mesh/

human interpretations in some cases. For instance,
the term “granular computing” may be considered
specific for an undergraduate student, while it may
be considered too general for researchers in the field
of granularity computing. One of the main contri-
butions of this paper is the development of a com-
putational model for granular information retrieval.
Such a computational model supports the objective
estimation of the granularity of documents by con-
sulting domain ontology, and it can also deal with
the subjectivity in information granularity by tak-
ing into account the individual user’s granularity re-
quirement. As comprehensive domain ontology may
not be readily available for arbitrary domains, the
second main contribution of this paper is the illus-
tration of how to apply a fuzzy ontology discovery
method to enhance the effectiveness of the proposed
granular IR system.

The remainder of the paper is organized as fol-
lows. Section 2 highlights previous research in the
related area and compare these research work with
ours. Section 3 describes the general architecture of
the proposed granular IR system. Our novel fuzzy
ontology discovery method is then illustrated in Sec-
tion 4. The computational details for the estimation
of document or query granularity are then given in
Section 5. Section 6 describes TREC-AP collection
based evaluation of the proposed granular IR sys-
tem. Finally, we offer concluding remarks and de-
scribe future directions of our research work.

2. Related Research

Yao 3! is probably the first researcher to explore the
idea of granular computing in the context of IR. It
was proposed that an IR support system should ex-
ploit document space granulations (e.g., document
clustering), user space granulations (e.g., grouping
similar queries into a group user profile), term space
granulations (e.g., grouping terms by specificity or
generality), and retrieval result granulations (e.g.,
clustering the result sets) to develop effective IR sys-
tems for an individual or group of information seek-
ers 3. However, the idea of applying the granular
computing methodology to IR remains as a concep-
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tual discussion rather than a concrete system design
and development work. Our research extends the
idea of granular information retrieval support system
by designing, implementing, and evaluating a proto-
type granular IR system. Based on the conceptual
ideas presented in 3!, we explore term space granu-
lation and apply this concept to construct a compu-
tational model to estimate the granularity of docu-
ments and queries.

It was argued that the readability of a docu-
ment could be assessed quantitatively and objec-
tively 2°. Accordingly, an ontology-based compu-
tational model was developed to assess the read-
ability of documents. The assumption was that if
a document contained some terms which appeared
in a concept hierarchy (i.e., ontology) of a specific
domain, the readability score of that document de-
creased. Our granular IR system also makes use of
domain ontology to objectively assess the granular-
ity (e.g., the specificity) of documents. However, we
avoid modeling the more subjective issue of read-
ability which may not be quantified based on domain
ontology alone.

Zhou et. al. ¥ examined the issues of in-
formation specificity and information generality in
the context of ontological user profiling and users’
search intension modeling. Their computational
model for estimating information specificity and in-
formation generality was based on Dempster-Shafer
(D-S) theory of evidence. In particular, the speci-
ficity measure was developed based on the belief
function of the D-S theory, whereas the generality
measure was constructed based on the plausibility
function of the D-S theory. Instead of employing the
D-S theory of evidence to estimate document granu-
larity, we develop an efficient ontological computa-
tional model to estimate document granularity.

The FOGA framework for fuzzy ontology gener-
ation has been proposed 2. The FOGA framework
consists of fuzzy formal concept analysis, fuzzy
conceptual clustering, fuzzy ontology generation,
and semantic representation conversion. Essentially,
the FOGA method extends the formal concept anal-
ysis approach, which has also been applied to on-
tology discovery, with the notions of fuzzy sets.
Our proposed ontology discovery method is based

on previous work in computational linguistic and
with the computational mechanism built based on
the concept of fuzzy relations.

An ontology mining technique was proposed
to extract patterns representing users’ information
needs 2. The ontology mining method consists of
two parts: the top backbone and the base backbone.
The former represents the relations between com-
pound classes of the ontology. The latter indicates
the linkage between primitive classes and compound
classes. The Dempster-Shafer theory of evidence
model was applied to extract the relations among
classes. The strength of the ontology mining method
is that it can effectively synthesize taxonomic rela-
tions and non-taxonomic relation in a single ontol-
ogy model. In addition, a novel method was pro-
posed to capture the evolving patterns in order to
refine the initially discovered ontology. Finally, a
formal model was developed to assess the relevance
of the discovered ontology with respect to the user’s
information needs. The research work presented in
this paper focuses on fuzzy domain ontology discov-
ery rather than the discovery of crisp ontology rep-
resenting users’ information needs.

A fuzzy ontology which is an extension of the
domain ontology with crisp concepts is utilized for
news summarization purpose '!. The main function
of the fuzzy inference mechanism is to generate the
membership degrees (classification) for each event
with respect to some pre-defined concepts. The
standard triangular membership function is used for
the classification purpose. The method discussed in
this paper is a fully automatic fuzzy domain ontol-
ogy discovery approach. There is no pre-defined
fuzzy concepts and taxonomy of concepts, instead
our text mining method will automatically discover
such concepts and generate the taxonomy relations.

Sanderson and Croft 2* proposed a document-
based subsumption induction method to automati-
cally derive a hierarchy of terms from a corpus. In
particular, the subsumption relations among terms
are developed based on the co-occurrence of terms
in the documents of a corpus. For example, term |
is considered more specific than another term #, if
the appearance of #; in a document implies the ap-
pearance of #, in the same document but not vice

Published by Atlantis Press
Copyright: the authors

56



Raymond Y.K. Lau, Chapmann C.L. Lai, Yuefeng Li

versa. They adopted an artificial threshold such as
Pr(fp|t;) > 0.8 as a fixed cut-off to determine the
specificity relation between ¢; and f,. Our concept
mining method differs from their work in that we are
dealing with the more challenging task of concept
hierarchy mining rather than term relationship ex-
traction. In addition, our method extends their com-
putational method in that the co-occurrence of terms
is derived based on a moving text window rather
than the whole document to reduce the chance of
generating noisy subsumption relations.

3. General System Architecture
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Fig. 1. The System Architecture of the Granular IR System

The general system architecture of our granular
IR system is depicted in Figure. 1. An informa-
tion seeker first translates their implicit information
needs (including granularity requirement) into ex-
plicit queries. Recurring queries are often stored
in a user profile within the granular IR system.
On the other hand, information objects (e.g., Web
pages) from specific information sources such as the
Internet are characterized by a particular indexing
scheme. These document characterizations are also

bhttp://quantum.is .cityu.edu.hk/ong/ongui.jsp

stored in the local cache of the granular IR system.
The document ranking mechanism of the granular
IR system computes an aggregated document score
for each document by taking into account three as-
pects, namely similarity, popularity, and granularity
with respect to the given query. The granular presen-
tation layer of the IR system will generate the appro-
priate presentation formats (e.g., ranked list of doc-
uments or clusters of documents) with respect to the
specific preferences of individual user or group of
users. As a result, information seekers can retrieve
information with the levels of details and formats
they prefer. After reviewing the information objects,
information seekers may provide relevance feedback
about the content and the presentation format of the
delivered documents to the learning and adaptation
mechanism. Thereby, both the content and the pre-
sentation format of documents can be improved in
subsequent round of information search. To alle-
viate the problem of lack of good quality domain
ontology for certain domains, the ontology mining
mechanism can automatically discover domain on-
tology based on some information sources. Ontol-
ogy discovery is invoked as a background task, and
so it will not affect the online IR performance. Our
prototype system” was developed using Java (J2SE
v 1.4.2), Java Server Pages (JSP) 2.1, and Servlet
2.5.

4. Automatic Fuzzy Domain Ontology
Discovery

4.1. A Formal Model for Fuzzy Domain
Ontology

Since any IR processes involve uncertainty &, an un-
certainty management mechanism is required in our
ontology mining method. The notions of Fuzzy set
and Fuzzy Relation are effective to represent knowl-
edge with uncertainty 33. Therefore, a fuzzy ontol-
ogy rather than a crisp ontology is employed in our
granular IR system. Our proposed fuzzy domain on-
tology is formally defined by:

Definition 1. [Fuzzy Set] A fuzzy set .# consists
of a set of objects drawn from a domain X and the
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membership of each object x; in .% is defined by
a membership function uz : X — [0,1]. For the
special case of a crisp set, the crisp membership
function has the mapping nz : X — {0,1}.

Definition 2. [Fuzzy Relation] A fuzzy relation Ryy
is defined as the fuzzy set # on a domain X xY
where X and Y are two crisp sets. The membership
of each object (x;,y;) in Z is defined by a member-
ship function pgp : X XY — [0, 1].

Definition 3. [Fuzzy Ontology] A fuzzy ontology is
a 6-tuple Ont = (X,A, C,Rxc,Rac,Rcc), where X is
a set of objects, A is the set of attributes describing
the objects, and C is a set of concepts (classes). The
fuzzy relation Rxc : X x C — [0, 1] assigns a mem-
bership to the pair (x;,c;) for all x; € X,¢; € C, the
fuzzy relation Ryc : A X C — [0, 1] defines the map-
ping from the set of attributes A to the set of con-
cepts C, and the fuzzy relation Rec : C X C — [0, 1]
defines the strength of the sub-class/super-class re-
lationships among the set of concepts C.

Based on the idea of formal concept analysis 2,
X is the extent of the concepts C, and A is the intent
which defines the properties of C. According to the
idea of subsumption, the sub-concept/super-concept
relation (R¢cc) can be defined by:

Definition 4. [Fuzzy Subsumption] With respect
to an arbitrary «-cut level, a concept ¢, € C is
the sub-concept of another super-concept ¢, € C
if and only if Va; € {z € Alug,.(z,cy) > a},
Ur,-(ai,cx) > a. Alternatively, from an exten-
sional perspective, a concept ¢, € C is the sub-
concept of another super-concept ¢, € C if and only
if Vix; € {Z € X“J’RXC(Z7CX) Z OC}, :quc(xi’C,V) Z o
with respect to an arbitrary a-cut level.

Definition 4 can be explained as follows: if the
membership of every attribute a; € A for the concept
¢y € C is greater than or equal to a certain threshold
a, the membership of the corresponding attribute a;
for the concept ¢, € C is also greater than or equal to
o, then the concept c, is the sub-concept of ¢,. As
can be seen, the crisp subsumption relation is only

a special case of the generalized fuzzy subsumption
relation in that the threshold value @ = 1 is estab-
lished for the crisp case. In other words, if it is true
that every attribute a; € A characterizing the concept
¢y implies that it also characterizes the concept cy,
the concept ¢, is the sub-concept of c.

4.2. Context-Sensitive Text Mining for Concept
Discovery

In the field of IR, the notion of context vectors 3%

has been proposed to construct computer-based rep-
resentations of concepts (i.e., linguistic class). In
this approach, a concept is represented by a vec-
tor of words (features) and their numerical weights.
The weight of a word indicates the extent to which
the particular word is associated with the underly-
ing concept. Figure. 2 shows that the concept “ac-
quisition” is represented by the feature terms such
as “merger”, “company”, “arbitrage”, “takeover”,
“buyout”, etc. Indeed, this is a real example ex-
tracted from the TREC-AP Topic description file by
applying our ontology discovery algorithm. All the
terms are stemmed by our program as shown in Fig-
ure. 2. The context vector of “acquisition” is repre-
sented as follows:

Concept: acquisition
Context Vector:

((merger,0.675), (compani,0.675), (arbitrag,0.589),

(takeover,0.507), (buyout,0.416),...)

acquisition
0675
067 0se9| 0507\ 0418
merger | |company| |arbitrage | |takeover| | buyout

Fig. 2. The Representation of the Concept “Acquisition”
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A context vector can be seen as a point in a multi-
dimensional geometric information space with each
dimension representing a property term. A linguis-
tic concept such as “acquisition” can be taken as a
class (set) with respect to the fuzzy sets framework.
A feature word such as “merger” can then be treated
as an attribute describing the concept to a certain de-
gree (i.e., Ug,.(merger,acquisition) = 0.675).

Our context-sensitive text mining method is first
applied to extract concepts from a textual corpus ©
In particular, a virtual window is moved from left to
right among the tokens in each document of a corpus
to take into account the proximity among terms. Ac-
cording to previous studies, a text window of 5 to 10
terms is effective 7°'8, and so we adopt this range as
the basis to perform our windowing process. Stan-
dard association measure such as Mutual Informa-
tion (MI) 2 is then applied to measure the associa-
tion between a concept and its underlying terms:

Pr(t;,t;)

MI(t;,t;) = log, —— 27/
(ity) =108 & 6 pr(ey)

(1)
where MI(t;,t;) is the mutual information between
term #; and term ;. Pr(t;,t;) is the joint probability
that both terms appear in a text window, and Pr(t;)
is the probability that a term #; appears in a text win-

dow. The probability Pr(t;) is estimated based on

“ ‘|| where |w| is the number of windows containing

the term 7 and |w| is the total number of windows
constructed from a corpus. Similarly, Pr(t;,t;) is the
fraction of the number of windows containing both
terms out of the total number of windows.

We develop Balanced Mutual Information
(BMI) "9 to compute the degree of association
among tokens. This method considers both term
presence and term absence as the evidence of the im-
plicit term relationships.

“ci(tj) ~ BMI(tivtj)
Pr(ti,tj)+1

=f x [Pr(li,lj)Ing(Pr(z,)Pr(f,))+
Pr(—t;,—t;) Ing(;:rr :tt,l ;? jf/l )1 -
(1-PB) x [Pr(t,,ﬂt,)logz(%)
Pr(—'tiﬁj)logz(%%)]

)

where [, () is the membership function to estimate
the degree of a term ¢; € A belonging to a concept
ci € C. l,(t) is the computational mechanism for
the relation Rac defined in the fuzzy domain ontol-
ogy Ont = (X,A,C,Rxc,Rac,Rcc). The member-
ship function p,(¢;) is indeed approximated by the
BMI score. The weight factor § > 0.5 is used to
control the relative importance of two kinds of evi-
dence (positive and negative).

To improve computational efficiency and filter
noisy relations, only certain linguistic pattern (e.g.,
Noun Noun, and Adjective Noun) will be consid-
ered. After the linear normalization process (i.e.,
Veecexte (tj) € [0,1]), concept vectors 325 can
be built. Essentially, the MI score between a con-
cept and an underlying feature word is treated as
the membership of the word (attribute) character-
izing the concept. An a-cut is applied to discard
terms from the potential concept if their member-
ship values are below the threshold o. For instance,
the concept vector for “commercial bank” is repre-
sented by ¢, = ((merger,0.675), (compani,0.675),
(arbitrag,0.589), (takeover,0.507)) after applying
acutof ¢ =0.5.

4.3. Concept Pruning

To further filter the noisy concepts, we adopt the
TFIDF ?? like heuristic to perform the filtering pro-
cess. Similar approach has also been used in ontol-
ogy learning 1. For example, if a concept is signifi-
cant for a particular domain, it will appear more fre-
quently in that domain when compared with its ap-
pearance in other domains. The following measure
is used to compute the relevance score of a concept:

Dom(c;,Dj)
Yi_1 Dom(ci,Dy)

Rel(ci,Dj) = (3)
where Rel(c;,D;) is the relevance score of a con-
cept ¢; in the domain D;. The term Dom(c;,D;) is
the domain frequency of the concept ¢; (i.e., num-
ber of documents containing the concept divided by
the total number of documents in the corpus). The
higher the value of Rel(c;, D), the more relevant the
concept is for domain D;. Based on empirical test-
ing, we can estimate a threshold @ for a particular
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domain. Only the concepts with relevance scores
greater than the threshold will be selected.

4.4. Fuzzy Relation Discovery

The final stage towards our ontology discovery
method is fuzzy taxonomy generation based on
subsumption relations among extracted concepts.
Spec(cy,cy) denotes that concept ¢y is a specializa-
tion (sub-class) of another concept ¢,. The degree of
such a specialization is derived by:

Hexc(cx, Cy) ~ Spec(cy, Cy)
. Zt_xeu.t}-ec}v.rx:ty Hey (tx)®ﬂc)- (ty) (4)
- Yiceer Mex (1)

where ® is a fuzzy conjunction operator which is
equivalent to the min function. The above for-
mula states that the degree of subsumption (speci-
ficity) of ¢, to ¢, is based on the ratio of the sum
of the minimal membership values of the com-
mon terms belonging to the two concepts to the
sum of the membership values of terms in the
concept c¢,. The range of the Spec(cy,cy) func-
tion falls in the unit interval [0,1] and the sub-
sumption relation is asymmetric. When the tax-
onomy is built, we only select the subsumption
relations such that Spec(cy,cy) > Spec(cy,cy) and
Spec(cy,cy) > A where A is a threshold to distin-
guish significant subsumption relations. The pa-
rameter A is estimated based on empirical tests.
In addition, a pruning step is introduced such that
the redundant taxonomy relations are removed.
If the membership of a relation ucxc(cy,c2) <
min({[.t(jxc(cl,ci),...,[,LCXc(C,',Cz)}), where
€1,Ci,...,cy form a path P from c; to ¢, the re-
lation Rcr, ¢7) is removed because it can be derived
from other stronger taxonomy relations in the on-
tology. The details of the fuzzy domain ontology
mining algorithm can be found at '°.

5. A Computational Model for Estimating
Semantic Granularity
5.1. Semantic Information Granulation

Intuitively, a document is considered specific if it
contains some domain specific terminologies. For

instance, comparing a document about “diseases”
and another document about “pneumonia”, the lat-
ter is probably considered to be more specific than
the former because it refers to a specific kind of dis-
ease using formal terminology. With reference to
Figure. 3 which shows a segment of the MeSH do-
main ontology, we know that “conjunctivitis” is one
specific kind of “eye infection”, and so “conjunc-
tivitis” is a more specific terminology than “eye in-
fection” is. We propose the notion of “terminologi-
cal specificity” to measure the proportion of domain
specific terminologies appearing in a document. On
the other hand, consider that two documents con-
taining terminologies of the same level as encoded
in a concept hierarchy may still demonstrate differ-
ent specificity. With reference to Figure. 3, a docu-
ment about “conjunctivitis” and “keratitis” is proba-
bly considered more specific than another document
about “conjunctivitis” and “warts”. The reason is
that both “conjunctivitis” and “keratitis” are specif-
ically referring to “eye infection”, whereas “warts”
is about skin disease. This gives rise to the notion of
“referential specificity” which refers to the cohesion
of the terminologies covered by a document. In this
paper, we argue that the granularity of a document
can be estimated based on two dimensions, that is,
terminological specificity and referential specificity.

Virus Diseases
[C02]

/\

Eye Infections

Skin Diseases

[C02.325] [C02.825]
Conjunctivitis Keratitis Warts
[C02.325.250] [C02.825.290] [C02.825.810]

Conjunctivitis, Acute

Hemorrhagic Condylomata
Acuminata
[C02.325.250.250] 1002.826.810.110]

Fig. 3. A Segment of the MeSH Domain Ontology
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5.2. Computing Document and Query
Granularity

Terminological specificity of a document can be es-
timated according to the coverage and the level of
specificity of the terms contained in the document.
With reference to a domain ontology such as the one
depicted in Figure. 3, the more low-level terminolo-
gies appear in a document, the more specific the doc-
ument will be. Eq.(5) is proposed to measure the ter-
minological specificity of a document by computing
the average depths of all the document terms with
reference to a domain ontology. The depth of a ter-
minology is measured in terms of the distance be-
tween the terminology node and the root node. The
depth of a term not appearing in the ontology is as-
sumed zero.

__ Yicucdepth(t)
TS(d) = max(ran(depth)) x [MC| ~

where MC refers to the set of matching terminolo-
gies found in a document d and an ontology, and
|MC| is the cardinality of the set MC. The func-
tion depth(t) returns the depth of the terminology ¢
with respect to an ontology. The operator ran returns
the range of a function. The normalization factor
m is applied to the 7'S(d) function such
that its range falls in the unit interval.

If the terms of a document are more cohesive
(e.g., they refer to the same topic), the document is
considered more referentially specific. The referen-
tial specificity of two terms can be measured based
on the information specificity (information content)

of their least common subsumer 2°:

RS(d) = 2 emc semc,iztj Sim(ti, )
- MCIx (IMC]—-1)

(6)

sim(t;,tj) = max —log, Pr(cs) (7)

cseS(tit))
where the function sim(t;,z;) returns the “semantic
similarity” of two terminologies #; and ¢; based on
the information content of their least common sub-
sumers found in an ontology. S(t;,1;) represents the

set of common subsumers cs of #; and ¢;. The fac-
tor w returns the number of distinct ter-
minology pairs constructed from the set MC. The
function RS(d) basically tries to measure the aver-
age semantic similarity among the pairs of matching
domain terminologies found in the document d. The
probability Pr(cs) of a concept cs is estimated based
on:

TF(cs)

Pr(cs) = N

®)

TF(cs) = count (x) )

xeSubsumed (cs)

where TF(cs) represents the frequency of the con-
cept cs estimated according to the structure of an
ontology and the populated concept frequencies de-
rived from a chosen document collection. The term
N represents the sum of all concept frequencies with
reference to the ontology and the chosen document
collection. When the frequency of cs is estimated,
any concepts subsumed by cs is also taken into ac-
count. The set Subsumed cs) represents all the con-
cepts subsumed by cs according to the ontology. The
function count (x) simply returns the occurrence fre-
quency of the concept x with reference to the on-
tology and the chosen document collection. For the
experiment reported in this paper, we adopted the
TREC-AP collection to estimate concept probabil-
ity. The TREC-AP collection consists of 1,226,194
unique terms.

By taking into account both terminological
specificity and referential specificity, the speci-
ficity of a document can be estimated according to
Eq.(10). If we treat a query g as a short docu-
ment and apply the same approach to estimate its
specificity, the query specificity of g can be derived
from Eq.(11). The weight factor ¢, € [0, 1] controls
the relative importance of terminological specificity
and referential specificity in estimating the overall
document specificity. Similarly, the weight factor
@, € [0,1] is used to tune the query specificity mea-
sure. The range of document specificity or query
specificity falls into the unit interval. The automated
means of computing query specificity Eq.(11) is one
of the ways to deal with the variance of the perceived
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granularity of documents among different informa-
tion seekers. For instance, while an information
seeker perceives one document as specific, another
person may think that the same document is rela-
tively general. Nevertheless, such a variance will be
reflected by the different usage of terminologies in
the respective queries. As a result, the variance of
information seekers’ perceived document granular-
ity due to different knowledge states or tasks at hand
can be captured by our system.

DS(d) = @4 x TS(d)+ (1—@4) xRS(d) ~ (10)

0S(q) = @4 xTS(q) + (1 —@g) xRS(q)  (11)

To implement a holistic ranking function, our
granular IR system can re-rank documents after ap-
plying a similarity or popularity based ranking func-
tion. The basic intuition is that if there is a large
granularity gap between a query and a document
(e.g., a specific query versus a general document),
the initial similarity or popularity score of the docu-
ment should be adjusted (e.g., lowered). The reason
is that the document is unlikely to meet the informa-
tion seeker’s granularity requirement. On the other
hand, if the granularity gap between a query and a
document is small, little or no adjustment of the sim-
ilarity or the popularity score is required. The gran-
ularity gap between a query ¢ and a document d is
estimated based on the absolute difference between
DS(d) and QS(g). The parameter ¢g controls the
relative weight of the granularity factor when docu-
ments are ranked. The function SimPop(d,q) repre-
sents the combined similarity and popularity based
document ranking function; it is assumed that such
aranking function has been made available inside or
outside (e.g., from Internet search engines) our pro-
posed granular IR system.

GScore(d,q) = SimPop(d,q)— ¢ x |DS(d) —0S(q)|
(12)

6. Experiments and Results

Our experimental procedure was based on the rout-
ing task employed in the TREC forum 8. Essen-
tially, a set of pre-defined topics (i.e., queries) was
selected to represent the hypothetical user informa-
tion needs. By invoking the respective IR systems
(e.g., the granular IR system and the baseline sys-
tem), documents from the benchmark corpora were
ranked according to their relevance to the queries.
Standard performance evaluation measures such as
precision, recall, mean average precision (MAP)
were applied to assess the effectiveness of the re-
spective IR systems 28. Precision is the fraction of
the number of retrieved relevant documents to the
number of retrieved documents, whereas recall is
the fraction of the number of retrieved relevant doc-
uments to the number of relevant documents. In
particular, we employed the TREC evaluation pack-
age available at Cornell University to compute all
the performance data. We used the TREC-AP col-
lection which comprises the Associated Press (AP)
newswires covering the period from 1988 to 1990
with a total number of 242,892 documents (with
the removal of 26 documents containing stop words
only) and the average document length of 450.6
words 4.

Table 1. Results of the TREC-AP Benchmark Test

Recall Baseline System Granular IR System t-statistics p values
Mean STD Mean STD df(9)

0 0.5223 0.1001 0.5978 0.1013 5.285 <.01**
0.1 0.3035 0.1730 0.3781 0.1826 4911 <.01**
0.2 0.2325 0.1888 0.2862 0.2019 4.591 <.01**
0.3 0.1994 0.1706 0.2432 0.2115 3.716 <.01**
0.4 0.1687 0.1528 0.2168 0.2109 3.354 <.01**
0.5 0.1240 0.1115 0.1872 0.2033 2.719 =.01*
0.6 0.0869 0.0791 0.1425 0.1384 2.443 <.05*
0.7 0.0644 0.0743 0.1063 0.1052 2.069 <.05*
0.8 0.0390 0.0759 0.0608 0.0554 1.081 =.15
0.9 0.0103 0.0235 0.0223 0.0311 1.179 =.13

1 0.0047 0.0026 0.0158 0.0250 1.536 =.08

MAP 0.1519 0.1782
A% 17.31%

A baseline system was developed based on the

classical vector space model 23, With respect to each
test query, the first 1,000 documents from the ranked
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list were used to evaluate the performance of an IR
system. Our granular IR system employed the ag-
gregated document ranking function Eq.(12) to rank
documents. The query specificity of each TREC-AP
query was computed according to Eq.(11). For all
the experiments reported in this paper, the parame-
ters @y = @, = 0.41 and @g = 0.83 were used. These
system parameters were estimated based on the pilot
tests which involved a subset of the TREC-AP test
queries.

Ontology Based
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Fig. 4. The First Level Concepts of the “Acquisitions” On-
tology

We randomly selected ten TREC-AP topics such
as “Antitrust”, “Acquisitions”, “AIDS treatments”,
“Space Program”, “Water Pollution”, “Japanese
Stock Market Trends”, “New Medical Technology”,
“Influential Players in Multimedia”, “Impact of Re-
ligious Right on U.S. Law”, and “Computer Virus
Outbreaks” for our experiment. Each of these top-
ics contains relevant documents. A query was con-
structed based on the title and the narrative field
of the topic. For each TREC topic, we employed
our fuzzy ontology discovery method to automati-
cally generate a domain ontology based on the full-
text description of the topic. Figure. 4 shows the
first level concepts of the “Acquisitions” ontology
after applying our fuzzy domain ontology mining
algorithm to the TREC Topic 002; there are lower
levels concepts which are not expanded in the di-

agram for better readability reason. The perfor-
mance data as generated by the TREC evaluation
package is tabulated in Table. 1. At every recall
level, we tried to test the null hypothesis (H,,; :
UGranular — UBaseline = 0) and the alternative hypoth-
esis (Halternative  MGranular — MBaseline > O)’ whereas
UGranuiar and Upgserine represented the mean preci-
sion values achieved by the granular IR system and
the baseline IR system respectively.

The granular IR system achieves better precision
at all levels of recall, and there are statistically sig-
nificant improvement at most levels. In terms of
MAP, the granular IR system achieves a 17.31%
overall improvement, and such an improvement is
shown to be statistically significant. The last two
columns of Table. 1 show the results of our paired
one tail t-test. An entry in the last column marked
with (**) indicates that the corresponding null hy-
pothesis is rejected at the 0.01 level of significance
or below, whereas an entry marked with (*) indi-
cates that the null hypothesis is rejected at the 0.05
level of significance or below. The performance im-
provement of the granular IR system over the base-
line system can be explained with reference to Fig-
ure. 4. For instance, the concepts “merger”, “arbi-
trage”, “takeover”, “buyout”, and so on captured in
the system generated fuzzy domain ontology were
used to estimate the specificity of the TREC-AP doc-
uments when the topic (query) “acquisitions” was
processed. This extra semantic information helped
a lot in determining if certain documents were spe-
cific about the topic “acquisitions” or not, and ac-
cordingly the rank of these documents was adjusted.

7. Conclusions and Future Work

By exploiting the granular computing methodology,
we design and develop a novel granular IR system
to enhance document retrieval decision making for
specific domains. In particular, the notion of se-
mantic granularity is proposed and the correspond-
ing computational model is developed to estimate
the semantic granularity (i.e., specific vs. general) of
documents and queries. One main component of our
proposed computational model is the fuzzy domain
ontology mining mechanism. By automatically ex-
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tracting the fuzzy ontology pertaining to various do-
mains, our system can effectively measure the se-
mantic granularity of documents. A TREC-based
benchmark corpus was applied to evaluate the effec-
tiveness of the fuzzy ontology based granular IR sys-
tem. Our experimental results show that the fuzzy
ontology based granular IR system outperforms a
classical similarity-based IR system for some rout-
ing tasks. Our research work opens the door to the
design of the next generation of domain-specific IR
systems such as domain-specific search engines. In
the future, we will evaluate our granular IR system
by comparing it with a baseline system which can
utilize a general ontology such as the Library of
Congress Subject Headings (LCSH) for IR. More-
over, the optimal values of the system parameters
will be sought by invoking heuristic search meth-
ods such as a genetic algorithm. Finally, field tests
will be conducted to compare the IR effectiveness
between our fuzzy ontology based granular IR sys-
tem and Internet search engines.
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