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Abstract. Association rules mining is an important model in data mining. The classic Apriori 
algorithm for Association rules need scan database many times and generate a great deal of 
candidate itemsets. This paper proposes a new algorithm for mining association rules based on 
matrix. The algorithm scans database only once to generate matrix of transaction and item, which 
generates candidate itemsets by using matrix. The experimental results of the algorithm show that 
the new algorithm is more efficient than traditional algorithm. 

Introduction 
Association rules was proposed by Agrawal in 1993[1], it is an important research field in data 

mining. Mining association rule reflects interesting association or correlation between data items. It 
is widely used in many industries [2-3] recent years. Mining frequent itemsets is the key problem in 
mining association rules, the most famous algorithm of mining frequent itemsets is Apriori and 
FP-Tree[4], Apriori algorithm generate frequent itemsets by candidate itemsets, FP-Tree algorithm 
generate frequent itemsets without candidate itemsets. But these two algorithms are inefficient in 
mining association rules. Many improved algorithms[5-8] have been proposed in recent years. 
These algorithms improve the efficiency of mining association rules, but there are also 
shortcomings.  

Literature [9] proposed a sampling method to solve the problem of mining association rules, this 
algorithm mines local frequent itemsets in the subset of original database randomly, then calculates 
the global support according to local frequent itemsets support. The algorithm also proposes a 
mechanism to ensure that all global frequent itemsets are mined. The algorithm in Literature [10] 
reduces the times of scanning database, if a transaction record does not contain frequent k-itemset, 
then it does not contain frequent k+1-itemset, so we can delete the transaction after scanning. The 
algorithm in Literature [11] mines two frequent patterns and maximum frequent itemsets by 
building two support matrices, but its time and space complexity are very high. DFS algorithm in 
Literature [12] can mine frequent itemsets efficiently, but the algorithm generates errorous frequent 
itemsets. The improved algorithm in Literature [13] scans database and maps data to binary matrix 
based on compression transaction matrix multiplication, which generates frequent 1-itemset by 
binary matrix and corresponding auxiliary matrix multiplication, and so on other frequent itemset. 
The efficiency of the algorithm is lower because matrix multiplication spent more time. Apriori_M 
algorithm in Literature [14] need still scan database two times. The algorithm in Literature [15] 
adopts item array to mine frequent itemset, which generate many worthless candidate set. The 
algorithm in Literature [16] reduces candidate sets and improves the efficiency of the algorithm by 
interest items, but it is very difficult to find interest item.  

This paper puts forward an improved algorithm based on matrix of transaction and item, which 
need scan database only once, which can reduce space overhead. The algorithm produces frequent 
2-itemsets by support matrix, which solves the bottleneck problem of generating frequent 2-itemsets; 
new algorithm produces frequent itemsets by the value of row logic operation, which mines 
association rules efficiently. 
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Relevant Concepts and Theories 

Definition 1 Let D = {T1, T2, …, Tn} be transaction database, item sets I＝{I1,I2,…,Im},which is 
all items of transaction database, where Ti (1≤i≤n) is a transaction which contains a set of items in I, 
each transaction exists a flag, denoted as TID. Let A be an itemset, if A⊆Tj, then Tj contains A. 

Definition 2 Let X be an itemset, the support of X is the proportion of transactions in D which 
contain X, denoted as sup(X); if sup(X) ≥min_sup, min_sup is given by user, then X is a frequent 
itemset, otherwise X is a non-frequent itemset. Itemset which contains k itemsets is called k-itemset. 
If the support of X which is a k-itemset is greater than or equal min_sup, then X is called frequent 
k-itemset. The set of all frequent k-itemsets is denoted by Lk. 

Definition 3 If Tj contains item Ii, then the value of row j and column i is 1, else 0 in transaction 
and item matrix. 

Definition 4 Let X be an itemset, if there exists sup(X)≥min_sup and X⊂Y for item set Y,  
sup(Y)<min_sup, then X is called the maximum frequent itemset. 

Definition 5 Let X,Y be itemset, there exists  X⊂I, Y⊂I, and X∩Y=∅ .The implication of the 
form X=>Y is called an association rules.  

Definition 6 Let Ii be an item set, binary array of Ii is denoted by Ai. All item sets are sorted by 
lexicographic order. 

Algorithm Description 
We construct transaction and item matrix by scanning database. If Tj contains item Ii, then the 

value of row j and column I is 1, else 0 in the matrix. 
Then we construct an upper triangular matrix when we generate matrix, the upper triangular 

matrix is defined as follows: 
1) Rows represent item set I＝{I1,I2,…,Im}, columns also represent I. 
2) The value of UTM [i,j]  in matrix represent the count of transactions which contains item set 

{Ii, Ij}(i≤j) in D. 
Algorithm 1: generate transaction and item matrix and UTM: 
Input: database D; 
Output: transaction and item matrix M, UTM U 
for each transaction Tj in D  
{ 
 if (Tj contains item Ii)  
     M[j,i]=1; 
 else  
     M[j,i]=0; 
 for (∀{Ik, Il}⊆ Tj) 
  { 
     U[k, l] plus 1; 
  } 
} 
For example, transaction database D  is shown in Table 1, minimum support is 2, D = {T1, T2, 

T3, T4, T5, T6, T7, T8, T9 } , items I＝{I1,I2,I3,I4,I5,I6}. 
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Table 1. Transaction Database D 
TID Item 
T1 I1,I3,I5 
T2 I2,I4,I6 
T3 I1,I2,I3,I5 
T4 I3,I5,I6 
T5 I1,I3,I6 
T6 I1,I3 
T7 I2,I4,I5 
T8 I1,I3,I5 
T9 I2,I3,I4, I5,I6 

According to the definition of transaction and item matrix and UTM, we construct transaction 
and item matrix and UTM, matrix as shown in Table 2 and Table 3: 

Table 2 Transaction and Item matrix M on D 
 I1 I2 I3 I4 I5 I6 

T1 1 0 1 0 1 0 
T2 0 1 0 1 0 1 
T3 1 1 1 0 1 0 
T4 0 0 1 0 1 1 
T5 1 0 1 0 0 1 
T6 1 0 1 0 0 0 
T7 0 1 0 1 1 0 
T8 1 0 1 0 1 0 
T9 0 1 1 1 1 1 

Table 3 Upper Triangular Matrix U on D 
 I1 I2 I3 I4 I5 I6 
I1 5 1 5 0 3 1 
I2  4 2 2 3 2 
I3   7 1 5 3 
I4    3 2 2 
I5     6 2 
I6      4 

 In U, if the value of [i,j](i≤j)  is greater than or equal to min_sup, item {Ii,Ij} is frequent 
2-itemset.We can easily get frequent 2-itemset from U. 
L2={{I1,I3},{I1,I5},{I2,I3},{I2,I4},{I2,I5},{I2,I6},{I3,I5},{I3,I6},{I4,I5},{I4,I6},{I5,I6}}. 

There exist {Ii,Ij} and {Ii,Ik} that they are frequent 2-itemset, if the value of [i,k] is greater than 
or equal min_sup, then we can generate the set of{Ii,Ij,Ik} and add the set {Ii,Ij,Ik} to candidate 
3-itemset C3. We continue to find connected items until the last item in L2 is judged. The process of 
constructing candidate 3-itemsets C3 is end. 

Then we judge whether each candidate 3-itemset is frequent 3-itemset according to matrix M. If 
itemset {Ii,Ij,Ik} is a candidate itemset, then we do AND operation by row i, j and k. If the count of 
1 is greater than or equal to min_sup, the itemset {Ii,Ij,Ik} is a frequent itemset, otherwise it is not 
frequent itemset. 

Followed by analogy, generating candidate k+1-itemset by frequent k-itemset according to U, 
then judge each candidate itemset. 

According to above description, we get candidate 3-itemsets 
C3={{I1,I3,I5},{I2,I3,I5},{I2,I3,I6},{I2,I4,I6},{I2,I5,I6}}. We judge each candidate itemset according 
to matrix M. We get frequent 3-itemsets L3={{I1,I3,I5},{I2,I3,I5}}. Now no candidate 4-itemset will 
be produced, the algorithm is over. Finally we get frequent itemset 
FSD={{I1,I3},{I1,I5},{I2,I3},{I2,I4},{I2,I5},{I2,I6},{I3,I5},{I3,I6},{I4,I5},{I4,I6},{I5,I6},{I1,I3,I5},{
I2,I3,I5}}. 

Algorithm 2: generate candidate k+1 itemset according to frequent k itemset 
Input:the upper triangular matrix U,frequent k-itemset Lk, min_sup; 
Output:candidate k+1 itemset Ck+1; 
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Ck+1=∅ ; 
foreach(∀X∈Lk) 
{ 

foreach(∀Y∈Lk,Y after X in Lk)    
  {   

if(front k-1 items of X and Y are same) 
    { 
      r= subscript of the last item Ir in X; 
      s= subscript of the last item Is in Y; 
      number=the value of the coordinates [r,s] in U 

if (number≥min_sup) 
Ck+1=Ck+1∪XUIs;   

} 
}  

} 
Algorithm 3: candidate k itemsets ,generate frequent k itemsets 
Input: candidate k itemsets 
Output: frequent k itemsets Lk 
Lk=∅ ; 
if (Ci≠∅ ) 

foreach(∀X∈Ci) 
  {  

Result = All rows of X AND operation 
count=the count of 1 in result； 
if (count≥min_sup) 

Lk = Lk∪X; 
   }  
Final frequent itemset set contains all frequent itemsets, that is FSD=L1∪L2∪…∪Lk. 

Test results 
Compared to classic Apriori algorithm, the improved algorithm has the following advantages: 
The algorithm need scan transaction database only once, other algorithms can’t achieve this goal. 

The algorithm constructs association and item matrix and upper triangular matrix when scanning 
database, candidate itemsets are executed in the memory,which greatly reduces the time-consuming.  

The improved algorithm generates candidate itemset by using connected items. Frequent k-1 
itemsets are used to generate candidate k itemset.The improved algorithm can easily produce 
frequent 2-itemsets by traversing the upper triangular matrix U, if the value of coordinate is greater 
than or equal to min_sup, then the item [Ii, Ij] is frequent 2-itemset. So the improved algorithm 
solves the bottleneck problem of generating frequent 2-itemsets.  

In order to verify the performance of the improved algorithm, this paper realized Apriori 
algorithm and improved algorithm. Experimental environment: Memory 2G, CPU for Intel Pentium 
M 1.73GHZ, Windows 7 operating system, using C#, and test database is mushroom database 
which is provided by Literature [18], the database has a total of 8124 records and 22 attributes. The 
experimental results obtained in different support are shown in Fig. 1. 
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Fig. 1. Performance comparison of two algorithms in different minimum support 
In order to further test the performance of the improved algorithm, because of too few records in 

mushroom database, this paper copy records from mushroom database, test records are 
2,4,6,8,10(104). This paper realized Apriori algorithm and improved algorithm with the minimum 
support degree of 20%, the experimental results obtained in different database scale are shown in 
Fig. 2. 

 

Fig. 2. Performance comparison of two algorithms in different scale database 
From above experiment results, the improved algorithm need scan database only once, but 

Apriori algorithm need scan database many times, more advantages of the improved algorithm are 
obvious when records are more and more. The improved algorithm generates frequent itemset more 
quickly than Apriori algorithm when minimum support is lower. The improved algorithm need less 
time than Apriori algorithm when database scale is more and more large. From the above 
experimental results, whether it is on different scale of database, or in the case of different 
minimum support, time consumption of the improved algorithm is less than Apriori algorithm, and 
this advantage of the improved algorithm will be more obvious with the increasing scale database. 
So the improved algorithm is more suitable for large-scale database. 

Conclusion 
Mining association rules is very important in data mining. Mining frequent itemsets is key 

problem in mining association rules, this paper proposed an improved algorithm, the core idea of 
the improved algorithm is how to use transaction and item matrix and upper triangular matrix to 
generate frequent itemsets. The experimental results show that the improved algorithm generates 
frequent itemset more quickly than Apriori algorithm when minimum support is lower. The 
improved algorithm need less time than Apriori algorithm when database scale is more and more 
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larger. So the improved algorithm is very excellent. 
Although the improved algorithm has many advantages, but we also found that the improved 

algorithm has some problems which are not solved. For example, the improved algorithm can’t 
process incremental update mining. We will continue to study the problem. 
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