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Abstract —In this paper we mainly deal with the oscillation
problem of nonlinear impulsive hyperbolic equation with
functional arguments by using integral averaging method and a
generalized Riccati technique. A sufficient condition for
oscillation of the solutions of nonlinear impulsive hyperbolic
equation with functional arguments is obtained.
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I.  INTRODUCTION

The theories of nonlinear partial functional differential
equations are applied in many fields. In recent years the
research of oscillation to impulsive partial differential
problems has caught more and more attention. In this paper,
we study the oscillation property of the impulsive delay
hyperbolic equation
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where G is a bounded domain of R" with the smooth
boundary 6G . We consider the following boundary condition:

u=0 (x1t)edGx[0,+w). (4)

Following are the basic hypotheses:

(H1) r(t) e C([0,+0); (0, +)) ,
a(t),b; (t) e PC([0, +0); [0,+0)),i=12,---n,

q;(x,t) € C(X;[0,+)), j=12,---,m, where PC denotes
the class of functions which are piecewise continuous in t
with discontinuities of the first kind only at t =t ,k =1,2,---.

(H2) 7,(t) € C([0,+); R), lim 7,(t) = +o0,i =1,2,--,n.

(H3)  huhUeCRR) .,  ¢(s)eCRR),
a, B =const. > 1, uh’(u) >0, uh/(u) >0, h(0)=0, h(0)=0,
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We introduce the notations:

a;(t) =ming; (x.1).

u@)= jG u(x,t)dx and

Definition 1.1. By a solution u(x,t) of problem (1)-(4) we
mean a function u(x,t)eC?(Gx[t_,,0)) which satisfies
problem (1)-(4), where

t,= mln{O,lrngilsr:l{ltgg T, (t)}}.

Definition 1.2. The solution u(x,t) of problem (1)-(4) is
said to be non- oscillatory in domain Q if it is either
eventually positive or eventually negative. Otherwise, it is
called oscillatory.

Definition 1.3. We say that functions (H,,H,) belong to
a function class H , denoted by (H;H,) eHx , if
(H,,H,) € C(D;[0,+0)) satisfy

H, (t,t)=0, H; (t,s)>0 (i=1,2) for t>s,

where D ={(t,s):0<s<t<+ow}. Moreover, the partial
derivatives oH, /ot and oH, /ds existon D such that

My oy My gy
p (s,t) =h(s,t)H,(s,t) and s (t,s) =—h,(t,s)H, (t,s),
where h,h, € C,.(D;R).

In recent years, there has been much research activity
concerning the oscillation theory of nonlinear hyperbolic
equations with functional arguments by employing Riccati
technique. Riccati techniques were used to obtain various
oscillation results. Recently, Y.Shoukaku and N. Yoshida [2]
derived oscillation criteria by using oscillation criteria of
Riccati inequality. In this work, we study the hyperbolic
equation with impulsive.



Il.  MAIN RESULTS

Theorem 2.1. If for eachT >0, there exist (H;,H,) e H
anda,b,ceRsuchthat T <a<c<b and

1
H,(c,a)”a

Johea TT Gk f*) (€06~ T . ) ()ds

®)

o (1b Skt 59 T1 (1fk> (€05 TOE . (s)s >0,

then (1)-(4) has no eventually positive solution, where
w(t) e C*((T,,+); (0,+0)) for some T,>0 and

A, t)—‘”(‘s))m(s ),

y'(s)
w(s)
Proof. Suppose to the contrary that there is a non-
oscillatory solution u(x,t) of the problem (1) - (4). Without
loss of generality we may assume that u(x,t)>0in G x[t,,+o)
for some t,>0 because the case where u(x,t)<0 can be treated

similarly. Since (H2) holds, we see that
u(x,z;(t)) >0 (i=12,---n) in Gx[t,,+w) forsome t, >t,.

A (t,8) = ———M,(t,9).

(1) For t>t,t=#t, k=12, integrating (1) with
respectto x over G ,we obtain

%(r(t)J.G (x,t)dx) = a(t)j h(u(x, t))au(x, t)dx — Zj q; (x, D, (u(x,t))dx
+Zn: b; (t)J'G b (U(x, 7; (1)) au(x, 7; (1)) dx.
i=1
By Green's formula and the boundary condition, we have

[ huxmau(x ax = _hiu(x t))i’“(X D 4o [ h(u) | gradu f* d
=—th(u)|gradu| dx <0.
jG h (U(x, 7, (t)))Au(x, 7; (t))dx < 0.

For condition (H3) we can easily obtain
jG g; (x,)e; (U(x,1))dx > C;q; (1) jG u(x, t)dx.
Then U(t)>0, and it follows that
(rU’ ) +>.C;(H)a; U () <O.
j=1

For some | e{1,2,---,m}, we can get
(rU’)) +Cq (DU () <0, t>1t,t#t,.
(2) For t=t, ,k=1,2,---. From (2)-(3) we have that

J'Gu(x,tk*)dx—.[G u(x,t)dx = fG u(x,t,),
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[ t0)dx= [ u Ox)dx = B u (x.8,),
that is
U (t0) = (L+ @)U (1), U'(5) = @+ AU (k).

Thus we obtain that the functions U (t) is a eventually
positive solution of the impulsive differential inequality

(r®)y')) +Cq )y <0,
Y(tk+) =+ )y(t,), (6)
y'(tO) = @A+ By )

et w(t) :% for t>t,. From (6), we obtain that
w(t)+ (t)W ) <-Ciq (1),

wie) - 72k

W(tk) '

Define =11 (1+ﬁk) w(t) - In fact, w(t) is continuous
<t <t T %

on each interval (t, t.,,], and in view of vy - 2Ac W(t ), it
1+¢

follows that for t>t,

v = I (i*i)*w(tm T &89 e, = v,
k

t <ty <t ay t<tj <t 1

and forall t>t

vit)= ] (“'Bk) )= ] (“ﬂ*) Wit,) = v(t,),

4t <t l+a <t <t 1+

which implies that v(t) is continuous on [t,,+o).

' 1+, 1 1+ B\ 1
v+ 11 - 9 Ca(t)
yl?[« o (t) t,lt_k[« lvg,
By anrmy + L 1+ 4, 1+/; ) 2 1+ﬁ' .
_t!;[t(1+ak) ()+f(t) H 1+at (H( k) YW + ‘U‘ 1+ak) Ciq, ()
1+ B
= W (t) + —w?3(t) + C, g (t)] < 0.
- Il G ) vo R
That is to say
1 1 1 =
V'(t)+H *+ A ()<_H(+ﬂk)1cq(t) %

et <t Lt r(t) et <t 1+

Multiplying (7) by w(s), we obtain

ul <1+ﬁk) (S0 () < —pEV() - [ =2y
tst<s L wses 1t oy 1(s) . ®




Multiplying (8) by H,(t,s) and integrating over [c,t] for
t e[c,b), we have

I [1 (liﬂk) H, (t, sy (5)C,q, (s)ds

<t <s

< —L H, (t, s)w (s)v'(s)ds ‘L Hys) I

<t <s
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I H (6 5)
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and so
1

H,(t, c)-[
<v(e)y(c).

Letting t > b~

ts)( [T (1+ﬂ*)1<:.q.(s) I (fﬁk) F($)22(t, )y ()ds

<t <s xj<xk<s

in the above, we obtain

HaoX T (“ﬁ* a9+ ] (“ﬂk) F($)22(b,9))y (s)ds

LSt < 4 (,<lk<s

<v(e)y(c).
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On the other hand, multiplying (8) by H,(s;t) and

integrating over [t,c] for te(a,c] , we obtain

“ 1 ﬁk) Hy (s, ()G, (5)ds

t<t <s l+a
<—["Hy(s O (s)V(s)ds— [ "Hy(s,t) ]

= H, (V) (c)

1+ B,
<t <sltay

1+ﬂk '//(5) z(s)ds
1+ r(s)

r(5)

ff Hy (s, 1)( v(s) f%ﬂi(s,t) ) w(s)ds

(<tk<sl+ak

© T L ﬂk) T, (5D (S) ()42 (5. )ds

t<t <s l+a

<—Hy Ve () + 1 [ H(“ﬂ*) Hy (s, Dr () (5) 4 (s, )ds,

L <t <s

and so

[FHOCTT ¢ fk)qu.(s)—f IT ¢ :fk) F(S)A (5. (5)ds

t <t <s <t <s

H,(c,t)
<-v(C)y (c).

Letting t > a*

Joh

in the above, we get

1
H,(c,a)’a

sa)([] ¢ fk)qu.(s) 1 +§k) F($)2 (5, )y (5)ds

<t <s Il<tk <s

<-v(c)y(c). (10)
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Adding (9) and (10), we easily obtain the following:

1 1
el a)tl‘ls(l Tl 10 (5) - T S (5)ds
e (1b SlH: ©9 1 (fﬁk) (€4 (9)-5 T2 b.5)y (s <0,

which contradicts the condition (5).
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