
 

The Use of Nonlinear Digital Filtering in the 
Navigation Task of Integrated Inertial-Satellite System 

I.V. Shcherban 
Southern Federal University, ul. Mil’chakova 10 

Rostov-on-Don, 344090 Russia 
 
Abstract—The tightly integration methods of inertial-satellite 
navigation systems (IS NS) based on estimation of dynamic error 
models of inertial navigation systems initially have a methodical 
errors caused by using the procedure of linearization of dynamic 
error models. This methodical errors are significantly increasing 
when the rough strapdown inertial navigation system (SINS) 
implemented based on technology of microelectromechanical 
systems using as the part of the IS NS. The method of integration 
of SINS measurements and satellite navigation systems 
measurements based on the nonlinear digital filtering has been 
given. This method would eliminate the loss of non-linear 
relationships in the construction of optimal estimation procedures 
of navigation parameters in IS NS. 
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I. INTRODUCTION 
The traditional methods of tightly integration of 

inertial-satellite navigation systems (IS NS) initially have a 
methodical error caused by linearization of dynamic error 
models of inertial navigation systems and measurement models 
of satellite navigation systems (SNS) [1,2]. Ability to perform 
linearization procedure is justified by assumption that the 
deviation of measurement errors from their model values is 
small.  When solving the dynamic equations of errors of inertial 
navigation systems, which are the variational equations, 
methodical errors occur inevitably. These errors result from the 
assumption about the smallness of the measurement errors of 
inertial sensors and from procedures of linearization of the 
model equations [1, 3, 4]. 

At the same time, when using the rough strapdown inertial 
navigation system (SINS)  implemented based on technology of 
microelectromechanical systems (MEMS) as the part of IN SS, 
such an assumption is unacceptable and causes a significant 
increase in the above-mentioned methodical errors [5]. This is 
explained by the fact that, due to an unstable power supply and 
temperature factor the error models of MEMS-sensors are 
characterized by uncontrolled nonstationarity behavior of 
parameters. In tightly associated integrated navigation systems 
such an a-priori unknown increase of methodical linearization 
error, for example, determines the known problems with 
convergence of complicated stochastic filters [1-5]. 

Therefore, there is a need for a method of integration of 
SINS measurements and SNS measurements that would 
eliminate the loss of non-linear relationships in the construction 

of optimal estimation procedures of navigation parameters in IS 
NS. 

Similar problems arise in the construction of small-sized 
mobile inertial-satellite navigation systems used as a part of 
control systems of unmanned aircrafts or motor vehicles. 

II. THE OBJECT AND THE OBSERVER MODELS DESCRIBED 
BY THE STATE-SPACE REPRESENTATION 

In order to overcome the above mentioned problem, we 
propose to solve it by applying the theory of nonlinear 
stochastic filtering and, therefore, using the statistically optimal 
digital filter. For the synthesis of such a filter the following 
complete nonlinear model of SINS described by the state-space 
representation is needed: 

                    ( ) ( ) ( )tt,YFt,YFY ξ+= 0
 ,                       (1) 

where ( )tY  – a state vector of SINS; ( )tξ  – a white 
Gaussian noise (WGN) vector with known parameters; 
( )t,YF , ( )t,YF0  – known nonlinear vector and matrix 

functions of the  corresponding dimensions. 

The similar model is presented in the work [6], where 
( ) т

C
υϕλ= EhNE MVVVhY  – is a 

vector of the dimension 15×1, т  – the sign of transposition 
operation, ϕ, λ, h – geodetic latitude, longitude and height, 
respectively; EV , NV , hV   – east, north and vertical 
components of the linear velocity relative to the Earth SINS; 

( )υ
СЕM  – vector composed of the components of the Poisson 

matrix ( ( ) 33dim ×=CEM ), and functions dimension are 
16×1,  15×1 and 15×6, respectively. The choice of this 
particular nonlinear dynamic model is explained by the fact that 
it can be used to describe the MEMS SINS with different sets of 
sensors and allows the realization of methods of nonlinear 
digital filtering for integration of the heterogeneous 
measurement information in the IS NS [6]. 

To synthesize the filter the external to the model (1) 
observer, the model of which must also be submitted in the 
form of state space, is required. Given that the available output 
of the majority of mobile on-board navigation receivers SNS 
are the geographical coordinates of the current position of the 
object and the absolute value of its absolute velocity Vm, the 
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model "observer" for "object" (1) has the following canonical 
representation:  

                      ( ) ( )tt,YHZ η+= ,                             (2) 

Where т
mVZ ϕλ=  – is a vector of 

measurements with the dimension 3×1; ( )tη  – WGN vector 
with variance matrix ( )tDη

; 

( )
т

22211 hNE VVVt,YH ++= . The model (2) 
is written in a generalized form according to the assumption 
about the random nature of such basic errors of satellite 
measurements, as a receiver clock shift relative to the system 
scale, ionospheric and tropospheric signal delay on the 
propagation path, the hardware errors of the vehicle-borne 
receiver, error due to multipath [1-4]. 

Equations (1), (2), represented in the classical 
"object-observer" form allow a theoretically rigorous 
a-posteriori optimal nonlinear estimation of the SINS state 
vector with the selected probabilistic criterion. Since the exact 
solution of the problem is related to the need to integrate the 
integro-differential equations in partial derivatives 
(Stratonovich equation) for the a-posterior probability density 
function (APDF), then in order to to reduce the computational 
cost, the suboptimal estimation of the navigation vector based 
on nonlinear local Gaussian approximation APDF is used [3]. 

III. ALGORITHM FOR NONLINEAR ESTIMATION OF THE 
STATE VECTOR SINS 

The SNS navigation messages are formed in general case in 
non-equidistant instants of time tj-1, tj, tj+1, , where j – is the 
number of reception cycle of the navigation message [1-3]. The 
estimation of the current navigation parameters is done from 
measurements of SINS in the predictor block at 1−−= jj ttT  
time intervals between discrete satellite measurements. 
Continuous (high-frequency) estimation based on navigation 
task solution and derived according to the information from 
SINS is executed at a rate TT <<0 , determined by the 

performance of the onboard calculator, during 0TTk =  
iterative cycles. As a result, the vector of navigation parameters 
( )jkY ,  is calculated in the final k-th cycle of the predictor 

block. 

In the correction block the discrete non-linear Gaussian 
filter is used at the time instant jtt =  [3]. Therefore, initial 
condition for corrections and write-offs of SINS errors here is 
the vector ( )jkY ,  of navigation parameters, denoted in [3] 
by ( )0−jtŶ . Such a relation between the initial and final 
conditions of the discrete filtering in the proofreading block and 
the continuous estimation in the predictor block is one of the 
main conditions for the close integration of measurements of 
the autonomous MEMS SINS and measurements SNS [3]. 

For calculating the measurement model (2) navigation 
messages SNS with T discretization are used. Hence, for the j-th 

navigation message the vector-function H in equation (2) is 
calculated from the determined state vector ( )0−jtŶ . 
Therefore, the measurement model (2) can be represented in a 
discrete form as 

                    
( )( ) ( )jjjj tt,tŶHZ η+−= 0

.                            (3) 

The equations of nonlinear discrete Gaussian filter [3] are of 
the form: 

         
( ) ( ) ( ) ( )( ) ( )( )[ ]jjj
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tPtŶtŶ 0
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tPtP jjjj
jj ∂

−∂













∂

−∂
+−=+ −

η
−−

      (5) 

where 
и

jZ  is the measurement vector formed from the 
j-th navigation message SNS. 

Optimal estimations of the state vector SINS Ŷ  are formed 
as the result of solving of equations (4) according to the 
information from the j-th navigation message SNS. 

IV. CONCLUSION 
The numerical investigations have confirmed the 

correctness of the devised algorithm. Due to the consistent 
application of "prediction" procedures based on continuous 
direct solution of the problem of inertial navigation and 
"correction" based on the discrete nonlinear filtering, it was 
possible to ensure tight integration of MEMS SINS and SNS 
without methodical errors caused by linearization of models. 
Thus, the proposed algorithm has no problems with 
convergence of the filter. 

The developed algorithm can be used in the construction of 
the small-size mobile integrated inertial-satellite navigation 
systems in unmanned aircrafts or motor vehicles.  
(RFMEFI59414X0002). 
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