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Abstract—Video surveillance becomes far-reaching thanks to the 
Internet. The IP camera having both photography and video 
output functions becomes the primary component in network 
video surveillance; the bandwidth of the network passageway is 
fixed but the traffic is changing. In the event of network jam, 
there must be ways to avoid missing surveillance screen or lag. 
Therefore, this study proposes a practical approach to make 
H.264 video encoder dynamically adjust the compression 
parameters, such as the size of the quantization value, the video 
frame resolution, and the number of frames generated in each 
second and more, through a traffic control program to produce 
adequate video traffic. By doing so, even in the event of 
insufficient bandwidth at the user-end, the packet dropping and 
delaying will be avoided and video frames are able to be 
transmitted to the user in time. 

Keywords-rate-adaptive traffic control; H.264;streaming, RTP; 
LIVE555; DaVinci platform 

I. INTRODUCTION 
When multiple users are using the network with fixed and 

limited bandwidth, as there might be a massive amount of 
packets to be transmitted at the same time, the network 
equipment will put the current packet into the buffer for the 
next clock. In a more serious condition this packet will be 
discarded because the influx of a large number of packets 
instantly will cause unstable network traffic. The video bit 
stream generated from a video being compressed by H.264 
algorithm has two models of source rate [1-3]. One as Variable 
Bit Rate (VBR) and the other is Constant Bit Rate 
(CBR).General IP camera (IP Cam)has the video compressed 
output flow default as CBR, which will dynamically adjust the 
Quantization Parameter (QP) value according to the 
complexity and change degree of video frames to make the 
fragments of complicate or frequently changing frames have 
thicker quantization scale and simple and stable fragments 
have finer quantization scale; thus to maintain the source rate 
of the video. Therefore, when the network becomes congestion 
that the available bandwidth is insufficient to support the fixed 
traffic of the camera, it will lead to a delay of video packet 

transmission causing incomplete or missing frames at the 
target-end. VBR fixes the QP value of the video compression 
therefore the compressing speed of fragments without too 
many changes is low and vice versa. Thus the source rate is 
commensurate with the complexity and change degree of the 
screen. This study focuses on the CBR mode and proposes a 
rate-adaptive approach, predicting the next-cycle available 
bandwidth and then requesting the H.264 encoder to change its 
output rate to the predicted available bandwidth by adjusting 
the compression parameters, such as the QP value, the frame 
resolution, and the frames-per-second value and more. The 
proposed approach has been implemented in a client-server 
environment; the server end is a TI (Texas Instruments) 
DaVinci dual core platform with H.264 video encoder and 
LIVE555 streaming server [4-7], and the client end includes a 
VLC (Video LAN Client) player and a rate-control program of 
bandwidth detection and prediction. 

II. LITERATURE REFERENCES 
There are many products and literatures related to network 

video surveillance. Most of IP Cam products only emphasize 
the techniques of video image analysis and compression. IP 
Cams expend large power for compression calculation; 
however, whether the CBR or VBR mode an IP Cam is set to, 
its source rate is produced according to the video frame but not 
the available bandwidth of the network. This also ignore the 
network traffic that may have tremendous change so when the 
images are being compressed, some delay occurred. This is the 
reason why the network surveillance system that has diverse 
functions and clear view on the target is not being used by the 
general public. Mainly it is because IP Cams cannot 
immediately or effectively provide dynamically video 
compression control aiming on the network traffic. Thus, when 
the network traffic is congestion, it cannot provide effective 
images, not even to transmit the images to the user end 
immediately. 
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B୮ሺn ൅ 1ሻ ൌ αB୲ሺnሻ൅ ሺ1 െ αሻൣαB୲ሺn െ 1ሻ൅ ሺ1 െ αሻB୮ሺn െ 1ሻሿ B୮ሺn ൅ 1ሻ ൌ  αB୲ሺnሻ ൅ αሺ1 െ αሻB୲ሺn െ 1ሻ൅ ሺ1 െ αሻଶB୮ሺn െ 1ሻ B୮ሺn ൅ 1ሻ ൌ  αB୲ሺnሻ ൅ αሺ1 െ αሻB୲ሺn െ 1ሻ൅ αሺ1 െ αሻଶB୲ሺn െ 2ሻ൅ αሺ1 െ αሻଷB୲ሺn െ 3ሻ൅ αሺ1 െ αሻସB୲ሺn െ 4ሻ ൅  ڮ

The Bp(n+1) of Eq. (1) is the relation developed from the 
viewpoint of network congestion. It is the case that the actual 
traffic Bt(n)is much smaller than the predicted traffic Bp(n).If 
the actual traffic has small gap with the predicted traffic, the 
network traffic is determined as smooth. When the network is 
smooth, Bp(n+1) must capture the residue bandwidth to 
normalize the video quality; in theory, Bp(n) and Bt(n) shall be 
in consistence when the network is smooth. In practice, it will 
have some deviation. If the deviation is smaller than the 
constant ε, they are deemed as in consistence. At this time, the 
predicted Bp(n+1) must add one addition proportion δ to 
capture more available bandwidth. Therefore, after calculating 
the Bp(n+1) of Eq. (1), Eq. (2) must be calculated to determine 
whether Bp(n+1) need to be added. B୮ሺn ൅ 1ሻ ൌ B୮ሺn ൅ 1ሻሺ1 ൅ δሻ, if ቀB୮ሺnሻ െ B୲ሺnሻቁ B୮ሺnሻൗ൑ ε … Eq. ሺ2ሻ 0 ൏ ߜ ൏ 1;  0 ൏ ߝ ൏ 1 

VI. SYSTEM ARCHITECTURE AND IMPLEMENTATION 
This study uses TI DaVinci TMS320DM6446 dual core 

platform to setup a network surveillance system, providing the 
users to remotely view real-time and effective video frames. 
System framework is shown in Figure 5. The operational 
procedure in the DM6446 platform is divided into two parts. 
One is that DSP core compresses the video frames to H.264 
format and transmits the frame bit to ARM core. The other is 
that ARM core executes the operation system to run the 
LIVE555 server [7] and traffic control program for forming the 
DM6446 server end. 

 
FIGURE V. SYSTEM FRAMEWORK. 

In the DM6446 platform, while the H.264 Encoder is run on 
the DSP core, the operating system, MontaVistaLinux, is run 
on the ARM core to execute two programs: LIVE555 and 
traffic control program (server). LIVE555 is a video streaming 
program. When the client starts the VLC media player and 
connect to LIVE555 streaming server through RTSP URL, 
LIVE555 will pack the video frames compressed by H.264 
Encoder as RTP packets and transmit to the media player at the 
client end, as shown in Figure 6. The traffic control 
program(server)receives the feedback from the traffic control 
program (client) to request the H.264 Encoder to adjust its 

output rate. In the Client end, the traffic control program (client) 
captures RTP packets to calculate the received flow of one 
single cycle, and through Eq. (1) and (2) to predict the flow rate 
of the next cycle. This flow rate value will be fed back to the 
server end. The traffic control program (server) will receive the 
predicted flow rate value from the client end as the next-cycle 
programmed source rate. Once the predicted value is received, 
it will request the H.264 Encoder to adjust the out put bit rate 
by re-compressing the frames to fit the available band width. 
This adjustment processing information is shown in Figure 7. 

 
FIGURE VI. VLC PLAYING SURVEILLANCE SCREEN. 

 
FIGURE VII. H.264 ENCODE COMPRESSED INFORMATION. 

VII. EXPERIMENT RESULTS 
This study focuses on traffic control. The passageway 

bandwidth is initially set at 2Mbps and adjusted to 1.5Mbps 
after 1 minute and then to 1Mbps after another 1 minute. 
Therefore the RTP packets of the video stream received by the 
client end reduce. In order to allow the H.264 Encoder program 
to adjust the compressing rate immediately, the predicted cycle 
of the video stream traffic at the client end is 5 seconds, and the 
default bit rate of the H.264 Encoder program and predicted 
traffic amount are 2Mbps. When the bandwidth of the 
passageway becomes 1.5Mbps, the traffic control program 
executed at the client end will capture the RTP packets 
transmitted from the server to get the actual average flow rate 
as 1.406Mbps. Through Eq. (1), it calculates the predicted 
traffic is about 1.5Mbps and return this value to the server end, 
which will adjust the bit rate to 1.5Mbps. However, the video 
traffic does not meet immediately the available bandwidth, and 
5 packets are lost. If the bit rate is not adjusted and keeps 
transmitting packets in 2Mbps, in theory, 0.5Mbps traffic will 
be lost. 312.5Kbytes are loss in 5 seconds, divided by 
1100bytes of one RTP packet in average, 284 packets will be 
loss. Therefore, by dynamically adjusting the video source rate, 
the packets might not affected by the changing of the network 
traffic and transmit to the client normally to play the frame 
smoothly. 
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TABLE I .THE RELATIONSHIP OF FLOW AND RTP PACKETS. 

Channel 
Bandwidth(bps) 1M 1.5M 2M 

Source address 192.168.1.74 192.168.1.74 192.168.1.74
Source Port 6970 6970 6970 
Destination 

address 192.168.1.123 192.168.1.123 192.168.1.123

Destination Port 54092 49520 62118 
RTP Packets 659 930 1202 
Lost Packets 1 5 1 

VIII. SUMMARY 
The change in network traffic affects the transmission of 

the video packets; therefore the main feature of this system is 
that the client end will feedback the predicted video flow rate in 
the next cycle to the server within a certain period. According 
to the client’s feedback, the server will dynamically request 
H.264 Encoder to adjust its output bit rate to fit the available 
band width.The rate-adaptive traffic control approach has been 
implemented on TI DaVinci dual core platform and gives a 
practical experience for dynamically controlling the video 
surveillance traffic by tracking the available network 
bandwidth. The future study will research the length of the 
system feedback cycle to make optimization analysis on the 
rate-adaptive process. It is clear that a large feedback cycle will 
make the H.264 Encoder not able to react to the change of 
available network bandwidth speedily while a small cycle will 
make it adjust its output bit rate frequently and cause a traffic 
oscillation.  
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