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Abstract--Mixed exponential distributions play an important role
in life time data analysis, but if we use traditional statistical
methods to estimate the parameters in the model, it will be very
difficult, however we apply the generalized expectation
maximization (GEM) algorithm, namely expectation conditional
maximization (ECM) algorithm, to estimate the parameters of
the model, it will greatly simplify the complexity of the
calculation. In this paper, we study the parameter estimation
problem in complete data situation, and give Monte Carlo (MC)
simulation, which results show that the algorithm based on ECM
to estimate the parameters of the mixed exponential distribution
is very effective.
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I. INTRODUCTION

In engineering, medicine, biology and etc, life time data
analysis has became a problem which statisticians and actual
workers are very concerned about. There are very good
statistical methods about life data analysis for a single
population, but in the practical life there often are more
populations. Therefore, the study of the distribution of the
mixed parameter estimation will become very important. Zhu
Liping, Lu Yigiang and Mao Shisong [1, 3] give estimation of
parameters of the single parameter mixed exponential
distribution with EM algorithm. Demester, Laird and Rubin [2,
4, 5] put forward the EM algorithm, which greatly simplifies
the calculation of maximum likelihood estimation, is recently
developed quickly and is widely used, and give out the
generalized EM algorithm (namely GEM) when there is no
explicit format in maximizing. For multidimensional
parameters, Meng and Rubin [1, 6] give a special kind of
GEM algorithm, which is called ECM algorithm, this
algorithm retains the simplicity and stability of EM algorithm
and greatly simplify the calculation in maximizing in EM
algorithm. This paper gives estimation of parameter of mixed
exponential distribution with the ECM algorithm in the
complete data, and provides the MC simulation. Just
considering the three mixed exponential distributions in the
following.

Set the subpopulation X, ~ E(4,) (k=1,2,3), which
probability density function is

f (x| 4) =48

population X satisfies:

x>0 (k=12,3) and the
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P{X = Xl}: P, P{X = Xz}:q ' P{X = Xs}:

1-p—q. then the population X submits to the three

mixed exponential distributions, which probability density
function is

f (x| @)= pie™ +a4e ™ +(1- p-0q)ie ™

where  a=(p,q,4,4,,4)
Ay Ay >0.

I1. Estimation of parameter for complete data

O<p,g<1l ,

Let X,, X,,---, X, are the samples for the mixed

exponential distributions, and X, X,,---, X, are the observed
values for the samples. Let

fi="1(61a)= ﬂie_ﬁm’ fu=fu(xla)= ﬂze_ﬂzx"
fa=fi(xla)= jaeiﬂexi '
fi=fi(x|a)=pf; +df; +A-p-a)f,

For random variableY , which satisfies

Pr=D=p , P(Y=2)=q :
P(Y=3)=1-p—qg.and Y =k (k=12,3) means that
random variable X, comes from the subpopulation, which
probability density function is f, = f (X |a) =467 .
Then X, submits to the
distributions X .

three mixed exponential

So the joint distribution between X;andY is [7, 8]

pf; (y=1
f(x,yla)=1df; (y=2)
(-p-a)fy  (y=3)

and with the given X, , the situation distribution forY is [7,
8]


app:ds:exponential%20distribution
app:ds:exponential%20distribution

P(Y =1|Xila):%’ P(Y =2|Xi,a)=%,

P(Y =3|Xi,a)= (1_pf_q)f3l

Given the initial value &, = (Py,Uys Agys Agps Ag3) » the
ECM algorithm is in the following.

(1) Expectation form=1,2,---

Q] @y ) = X EAIN X,y |y )}

1 pm, fm7 i qu fm— i
=Z{%In(pfn>+Mln(qui)

i=1 (m-2)i (m-2)i

1-p. =G ) s
+( pmlf qm—l) (m-1)3i

In[(1-p-Qq) fgi)]}

(m-D)i

2{

In(pfy) + Gy (1) + Ciopys IN[A- -0 )]}

+Cippa [INA— p— ) +In 4, — A, 1}

Where
Ay = (Progr O ﬂ’(m—l)l’ ﬂ’(m—l)Z’ ﬁ’(m—l)3) ,
f(m—l)i =fi(x|a,y), f(m—l)li =1, (% | @0)
f(m—1)2i =f, (% an,) f(m—1)3i = fu (%l 4),

_ P f(m—l)li O f(m—l)zi
Cim-pi = f » Mmnai T T ’

(m-D)i (m=1)i

_ (1_ Prn1— qul) f(m—l)Si

Cim-py3i = f :
(m-D)i

(2) Maximation for &,
Q(am | am—l) = mSX Q(OC | am—l) '

(3) Let ¢, the new initial value, repeat the above (1) and

(2), until ||am —am&” <o, whereo is the given threshold
value in advance, then stop iteration.

Because Q(|«,, ,)is a transcendental equation about

558

{c(m i PN 2 = 2% 14 NG+ N2, = X gt o = (g

a= (p,q,4,4,4), it is difficult to directly solve the
equation
Qx| ayy)
oa

to estimate the parameter & , and sometime it is not real.

However it is easy to use the ECM algorithm and Newton
iterative method.

=0

Set a=(y,,,"--,&,) , the above step (2) is
decomposed by the following conditional maximation
for K times. Leter, , = (a(m_l)l,a(m_l)z, -,a(m_l)k) . In
the m  step iteration, let Oy = Oy pyp1°" s

1Oy = Oy gy and solve

Qe | ey 1) =max Qe )

then let & = & 41, Qg = Oy 193" "+ O = Oy gy @Nd
solve

Qan, |y y) = maax Qlal|a,,)

2
Repeat K times, then complete iteration and
ml? m2"”’amk)'

In the following, it gives the estimation of parameter

o= (P.G, Ay Ay Ay) Tork =5.

(1) Estimating p and Q

Q| &) _ < { 1 -1 }
—=§ Conngi — + Comopyzi ———
op "M p "1-p-q

Z{(l p- q)C(m ~1)li pC(ml)Bi}
p—q)

pa—

and

Q(a]|a,,)
aq

= (m-1)2i q (m-1)3i 1— p_q
_ Z{(l p q)c(m -1)2i qC(m 1)3|}

qd-p-q)

Let Q(a|a,,) —0and Q(a|a,,) ~0

, then the
op aq

solutions are

n

n
Zc(m—l)li Cim-mai

pm=I=1 n ande_lln


app:ds:%20%20maximation
app:ds:%20%20maximation

Let

(2) Estimating A, 4,, A,

Rledan) _so)e 11 4l k=123
8;11( i=1 ﬂk
M =0, then the solutions are
oA,
Z Cim-pi
A = r:ﬂ—

z Clm-01i %

i=1

n n

2 Cnpya D Connsi
=1 i=1

= Ans = :

n n

Z Cim-1y2i X Z Cim-13i %i

i=1 i=1

1. MC Simulations and Analysis

Let the real value p=0.3,q=0.4,4, =1,

4,=06,4=02 , the
9,=0.3, 4,,=0.84,=034;=0.1and the sample
size, then give MC simulation tests for 1000 times

initial  value

P, =0.2,

TABLE I. Estimations of Parameters for MEAN and MSE.

n=40 n==60 n=280 n=100

MEAN 2.85E-01 3.04E-01 2.95E-01 2.98E-01

P ["™MsE 1.42E-02 1.39E-02 1.30E-02 1.12E-02
MEAN 3.89E-01 3.95E-01 4,08E-01 3.99E-01

g4 [MsSE 1.48E-02 1.30E-02 1.35E-02 1.18E-02
MEAN 9.85E-01 9.90E-01 9.95E-01 9.98E-01

A | MSE 1.86E00 1.71E00 1.60E00 1.58E00
A, | MEAN 5.85E-01 5.91E-01 6.05E-01 6.01E-01
MSE 9.96E-01 8.85E-01 7.79E-01 6.68E-01
MEAN 1.86E-01 2.03E-01 1.96E-01 2.01E-01

A, | MSE 5.56E-01 5.51E-01 4.45E-01 4.42E-01

NOTES: MEAN FOR MEAN AND MSE FOR MEAN SQUARE ERROR OF THE SAMPLES.

Table 1 indicates that it is good to use the ECM

algorithm to estimate the parameters for the three mixed
exponential distribution. The estimation of the parameters is
all very close to the real values of the parameter ¢ . At the
same time, the MSE values of the samples are more and
smaller along with the increase of the sample size N .So the
method can be regarded as a kind of very effective statistical
calculation method.
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