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Abstract—While millions of products and services are consumed orientation jointly from free text customer feedback, with
everyday, consumers may share their experiences by posting a application to a database of car reviews.

review on the Web. A review usually consists of paragraphs of . .
text. Readers wishing to learn details may choose to read the  1hough using different methods, [4], [5], and [6] also

textual description. In many reviews, a product rating is also  classify product reviews as being either positive or negative.

provided. Such rating might appear simply as a number of stars, Reference [6] presents an unsupervised learning algorithm for
a list of adjectives (excellent, good, poor, etc) to choose from. the classification task, in which a review is classified based on

Readers may quickly look at those ratings, just to get a rough the average semantic orientation of the phrases in the review
idea about the tone of the reviews. This research aims to discover that contain adjectives or adverbs.

the relation between a product review content and its rating. Th h classificati lqorith 7 t t
Specifically, different parts of speech in the review text are rough classification algorithms, [7] presents a system

analyzed and used to predict the rating. Some classification that evaluates the helpfulness of a book review, based mainly
algorithms are employed as discovery tools. Data used for this ©ON its content. Ref [8] has a similar goal, though it uses a
study in particular is a number of book reviews from different approach.

amazon.com’s Books department. Focused on online customer reviews of products, [9]
proposes a framework for analyzing and comparing consumer
opinions of competing products. A technique based on
language pattern mining is proposed to extract product features
. INTRODUCTION from pros and cons in a particular type of reviews.

Keywords-text analysis; text mining; opinion mining; book
review; product review

A. Hypothesis Other work related to mining opinion and blogs are, for

xample, [10] and [11]. Investigating existing technology and
heir utility for sentiment classification on web log posts, [11]

eports the performance of a Naive Bayes classifier in the
rediction of a posting’s political category.

When a person is considering buying a product, he ofte
seeks related information from sources including a review. :
review is usually in the form of a textual description, though
many come with pictures or video clips. A number of review”
formats also contain some kind of reviewer's rating of the .  DATASET

product, to summarize the reviewer's overall opinion, and for _ . .
reader's convenience of a quick glance. Examples of such As one of the largest online retailers, amazon.com carries a
rating might be a star rating of 1-5, as seen in Fig. 1, a list 6{49€ number of items in various categories. The dataset used

descriptive adjectives (excellent, good, fair, poor, etc). Thi4 this research comes from amazon.com’s Books department.
research studies the relation between a review’s textual contergCh book title for sale is listed on amazon.com website along
and its rating. Specifically, a hypothesis is that different partgllth its relevant information, such as, title, authors, formats,

of speech in the text can help predict the product's rating.  €ditions, average star rating, customer reviews.
———————— . A book title may receive a number of reviews. As seen in
Like talking with your grandfather, April 22, 2012 . . .
By snowhauwk Fig. 1, a book review has several components, which are, from

A — top, star rating, review’s title, date written, reviewer’'s name,

This res ki
The book is fairly well

bbb oy ys i s e el ol o book title, textual content, review's helpfulness poll, abuse
COHEL S 6 Gamesa CoPeE S b ACTHE S Ak b Gl TiRe oo B pacarTRTE AT it report, and review's permanent link. Though not all reviews
e et | et el have exactly the same components as one in Fig. 1, every one
—— of them has the three most relevant to this study, the star rating,
FIGURE I. A BOOK REVIEW FROM AMAZON.COM. the review’s title and the review’s textual content.
B. Related Works In this research, data of book reviews are collected during

As f lated K it ber h b f dthe year 2008-2013. All reviews belong to a book written in
s for reialed work, gurté a number have been foun English language.In a book review, its title and textual content

Rr%fgri?crg [g’ [ﬁgsagd E)S,s]'ta”elz(:kng]tgtqgigwenml%ev}lgreetr?(?é e quite free-form. Therefore, review texts can vary from one
produ view positiv gatv S X [ another in format, length, vocabulary, formality, and
presents a prototype system for mining topics and sentime adability
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IIl.  ATTRIBUTE PREPARATION possessivevh- adverb (comparative)
pronoun

A. Part-of-Speech (POS) tagging wh-adverb adverb (superlative)

A sentence may consist of words with differgnt _roIes,D_ Summary of Input Attributes
orparts of speech (POS), such as, nouns, verbs, adjectives, etc. . . . .
In this research, POS tagging, which is the process of labeli From all the steps for attrlpute preparation desqnbeql earlier,
each word with such roles, is performed using Stanford Lonl_gable 2 summarizes all the input attributes used in this study.
linear Part-Of-Speech Tagg]er described in [12] and [13]. The°" convenience in describing this paper, similar attributes are
Tagger uses the Penn Treebank tag set [14], which consistsacgf"’mtget(?[I It? tse_ts,thwhlfh ar;_e narfnedb frokm A through E. The
48 POS tags, with the last 12 being punctuation marks arfd'9€t attribute is the star rating of a book review.

special symbols. For this research, these 12 tags are combinedThese attributes will be used in experiments described in

into a single tag, making our tag set 37 members in total. the next section.

B. At_mbUte Prepara.tlon o TABLE Il SUMMARY OF INPUT ATTRIBUTES IN THIS STUDY.
Given a book review, as shown in Fig. 1, extracted are three __ i

items, namely, the number of stars it receives, the review’s titleSets Description Number of Attributes

The percentage of each tag in

and the review's textual content. The number of stars is an A | o\ extual content 37
integer of value between 1 through 5, inclusive. Texts ir The percentage of each
review’s title and textual content are assigned POS tags. B | aggregated tag in review's | 7
L textual content
For the review's textual content, the number of occurrenc The number of each

of each tag is counted, as well as the percentages calculated.| c | aggregated tagin review's | 7

T . . . textual content
The review's title is processed slightly differently. Unlike The appearance of each tag i

review's textual content, most review’s titles are made up of P | reviews title 37
only few words. Instead of looking at the occurrence number £ | The appearance of each .
and percentage of each tag, which might not be very aggregated tag in review's titlg

meaningful, the occurrence itself is examined. In other words, TOTAL | 95
each tag can either appear or not appear in a review’s title.

IV. EXPERIMENTS

C. Attribute Aggregation A. Experiment 1. A Neural Network Prediction Model

The Penn Treebank tag set, with our slight modification, Our hypothesis is that, parts of speech in a book review can
consists of 37 tags. A book review is considered a short text, as yp that, p P X .
Ip predict the book’s rating. Therefore, our first experiment

anzsrt arlatrll%i:;r?(tjjnv(\j/o?dfsewV@?tﬂd{ﬁgsgonz(;sﬁya{]a%gep:()e/nfg\r/vm(ienxéeci&[fo build a prediction model from reviews’ parts of speech.

. ; ut is the attribute set in Table 2, while output is prediction of
short texts, some tags m_|ght have an unus_uaIIy high occurren book’s rating. Neural network is chosenpas tr?e prediction
percentage in some reviews and a zero in others. To redue del because it is known to handle continuous and numeric
such fluctuations, a set of aggregated tags are introduced. Eaﬁ%ﬁr

aggregated tag is formed by grouping together similar Perf ibutes fairly well
Treebank tags. All aggregated tags are shown in Table 1. B. Experiment 2: Bayesian network and decision tree

Similarly with the original tags, each aggregated tag is classification models
assessed in terms of its occurrence in review's title and the In comparison with Experiment 1, two classification
occurrence number and percentage in review’s textual contentnodels, namely, Bayesian Network and Decision Tree, become
our choices. Unlike Neural network, the two latter models only

TABLE I. AGGREGATED TAGS AND THEIR MEMBERS handle discrete attributes. Our continuous-valued attributes can
be discretized, even though they will be rather cardinal than
Aggregated Memb Aggregated Memb . . . . . .
Tags embers Tags embers nominal. Nevertheless, it might still be interesting to see how
nm?sr;)(s.ngmar or verb (base form) results might come out from these models.
noun (plural) verb (past tense) C. Experiment 3: 5-Class and Binary Models
Noun proper noun verb (gerund/present As the two earlier experiments develop, results are not
(singular) participle) exactly outstanding. The book’s rating, which is our target
prlonglr noun Verb verb (past participle) attribute, originally takes on values from 1 through 5. In this
g?gper]noun verb (non-3 person, e_xperiment, adjus_tment is mad_e_so that its val_ue can only be
Proper (singular) singular, present) high or low. In doing so, while it is almost certain to see better
Noun proper noun verb (3 person, singular, | classification results, there might be other interesting insights
(plural) present yet to be discovered. Results are compared with those from
personal pronoun adjective experiment 2.
Pronoun possessive Adjective adjective (comparative) ) ) ) ]
pronoun D. Experiment 4: Attribute Inclusion-Exclusion
Wh wh-determiner adjective (superlative)
wh-pronout Adverk adver!
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Of attribute sets A through E listed in Table 2, if some As shown in Table 3, Decision Tree’s overall performance
should be given less weight than the others, they would be séss slightly better than Bayesian Network’s. In the next
C, D and E. As for attributes in set C, which count the numbesxperiment, Decision Tree classification models are further
of times an aggregated tag appears in a review's textual conténvestigated.
these numbers could vary quite considerably. Therefore, their

ability as a classifier might not be as strong as that of attributeSTABLE Ill.  CLASSIFICATION PERFORMANCE BYBAYESIAN NETWORK
in set A and B AND DECISION TREE
As for sets D and E, attributes are based on review's title, Accuracy MearérArg’f’O'”te Prer‘;"s'o Recall

which mostly contains no more than twenty words. Compareft

. . ; Bayesian Network
with review's textual content, whose words are much more y

ample, the review's title might not be as competitive for| TrainingSet | 57.29% 0.2039 0.5163| 0.5771

classification. Test Set 49.25% 0.2403 0.4328| 0.4962
For this experiment, attribute sets C and D-E take turp Decision Tree

being gxcl_uded f_rom_input attribu_tt_’-: set. The purpose of such Training Set | 85.43% 0.0875 0.8598| 0.8590

exclusion is to S|mpllfy the class_|f|cat|on model. Results ar Test Set a7 2% 02182 04751 04757

compared among different exclusions.

In order to measure the performance of each Given classification performance in the previous
prediction/classification model listed in the experiments aboveEXPeriment, the Decision Tree model is explored further. In
a 10-fold stratified cross validation is performed. A number ofliS experiment, the target attribute, which originally takes on
guantities are reported, such as, accuracy (percentage \@Hues between 1 through 5, is modified to become a binary

correctly classified instances), mean absolute error, root medfribute whose value can be either high or low. Classification
squared error, average precision and recall. performance is compared between the original 5-class model

and the new binary model, as shown in Table 4.

V. RESULTS AND DISCUSSION It is a delight but no surprise that all the performance

A. Result 1: a Neural Network Prediction Model numbers look quite satisfactory for both training sets.
In experiment 1, all attributes in Table 2 are used as input {J°CUracy. precision, and recall are all as high as 85-95%, while
build a Neural Network model that predicts the star rating of 4'€ mean absolute errors are both lower than 0.09. As for the
book. As predicted values are numeric, errors are reported £S5t Set's performance, the accuracy, precision, and recall all
follows. The mean absolute errors for the training and test sdfgProve from the 5-class model to the binary model. - Such
are 0.0857 and 1.315, respectively. The low training set's errdfiProvement is expected to happen. However, the mean
becomes almost meaningless when the test set’s error turnsfé?tsomte error does not show S|m_|lar progress as It increases,
to be quite high. Also reported are the root mean squardgough only slightly. Overall, the binary model performs fairly
errors, whose numbers are 0.1048 and 1.7848 for the trainifif!l I classification.
and test sets, respectively. The test set's errors are both over
0.5, meaning that, on average, the predictions are off from their' ">-= V" CLASS'F'CATB'IﬁT\;YE;E%TEwNCE BYS-CLASS MODEL AND
correct values.

Precisio
B. Result 2: Bayesian network and Decision tree Accuracy | Mean Absolute Error n Recall
Classification Models 5-class Model
In experiment 1, in which a Neural Network model is usédrraining Set 85.43% 0.0875 0.8598 0.8590
for prgdlctlon of a boo_k rating, resultg do not prove muEhr o ser 47 24% 02182 04751 04757
promising. Our experiments now shift from prediction te

classification. ~Experiment 2 compares two classificatipnBinary Model
models, Bayesian Network and Decision Tree. Results @rgaining Set 94.97% 0.0892 0.9536 0.9547
shown in Table 3. The accuracy measures the percentageQf; o 81.41% 02218 0.7968 08187
correctly classified instances. Even though the test sets
accuracies, being slightly lower than 50%, do not show am. Result 4: Attribute Inclusion-Exclusion
interest!ng performqqce, the mean absolute errors r.e\_/eal Given the input attribute sets in Table 2, this experiment
something more positive. Those error numbers for _aII tra'n'ngompares how different combinations of them may affect the
and test sets are significantly Iowe_r than 0.5, meaning _that, Ylassification performance. Our reasoning is that, some sets
average, most instances are either correctly classified

. o . o ight play a stronger role than others, in classifying an instance.
misclassified to an adjacent category. Speaking in terms of OHOY the weaker ones excluding them might help simplify the
data, this means both classification models estimate the sty ’
rating of each book either correctly or off by no more than on
star, on average. As for precision and recall, the numbers

just fine but nothing outstanding.

Dssification model. For the reasons described in the previous
Eection, sets A and B are potentially stronger players, so they
Afe always included as inputs. Sets C and D-E look weaker, so
they first take turn and then do simultaneously being excluded
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as input attributes. Results for classification on test sets al@

shown in Table 5.

From Table 5, A-B-D-E combination performs better than
A-B-C-D-E and A-B combination performs better than A-B-C.[6]
This seems to suggest that excluding attribute set C might yield
better performance. In fact, all performance numbers (i.e.,
accuracy, mean absolute error, precision and recall) slighi ]
improve with the exclusion. As for exclusion of attribute set
D-E, Table 5 shows that A-B-C combination is better off with
D-E, while A-B combination is better off without. In this case,[s]
excluding attribute sets D and E does not always improve
classification performance. Among the four combinations
compared, A-B seems to be the winner, though by not much. [9]

TABLE V. CLASSIFICATION PERFORMANCE COMPARED AMONG
DIFFERENT SETS OF INPUT ATTRIBUTES [lO]
Input Attribute Mean Absolute Precisio
Accuracy Recall
Sets Error n [11]
A-B-CDE 8(}/;41 0.2218 0.7968| 0.8187
A-B-C 8?‘90 0.2281 0.7826| 0.8137
%
82.91 [12]
A-B-D-E % 0.2093 0.8037| 0.8334
A-B 8392 0.2031 0.8173| 0.844(
0
[13]
VI. CONCLUSIONS AND FUTURE WORK

In this study, the hypothesis is that, given a book review{14]
different parts of speech in its content may have some relation
with the book’s rating given by the reviewer. Such hypothesis
is tested out by first counting different parts of speech
appearing in both review’s title and textual content. Some
parts of speech are combined into aggregated units, of which
appearance counts are also determined. The appearance
counts and their corresponding percentages are then used as
input attributes for training prediction/classification models.
These models are explored further in some dimensions. From
all experiments performed, there are outcomes which suggest
that there exist some relations between a book review's
content and its rating, i.e. the former can help predict/classify
the latter.

As for future work, in order for such relations to be
understood better, individual parts of speech that are more
predominant as a classifying factor may be identified and then
seek for linguistic explanation.
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