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Absract—Two new corresponding algorithmsare proposed ~@lgorithms have more or less disadvantages (such as high time

based on the analysis of several classicalalgorithms to solve the complexity exhaustive algorithm, simulated annealing
problem of the shortest match path based on time series. algorithm with computational complexity, etc.)

E.X%e”memf Sh?cf".".formatting t:f".ersﬁ br"’;nﬁ.h algc;;]ith[r;] with For such problems of the shortest match path based on
p:agth ﬁi‘;tgﬂi':; ;gg;ﬁﬂ;yecfhnagceiqhi r?j_;ﬂ;ggpfgpe'rtyy;nam'g time series, two new corresponding algorithmsare proposed
basis of getting all matching path. The new algorithms have basefd on ttthe analysis Og SeviralIclalstilcalalggrl(tjhms a_lnd tf}[ﬁy
incomparable advantage on both the accuracy and efficiency. areé formatling reverse branch aigorithm and dynamic pa
matching algorithm. The experiments show formatting single

Keywords-simulation technology; shortest match path; format pajth. search algorithm needs _Iess storage space With_high
efficiency, and can find the first match path. Formatting
I. INTRODUCTION reverse branch algorithm with high execution efficiency can

8btain all matching path. Dynamic path matching algorithm
gnhances the real-time property on the basis of getting all
gﬁatching path.

The physical phenomena and physical system in th
objective world can be described by mathematical equation
The simulation is the computation process of establishing th
corresponding mathematical model of the physical system on Il. RELATED DEEINITION AND THEOREM
the computer[1-2]. In the study of computer simulation
technology, the matching problem of test data and template Ve use the graph theory to solve the problem[5-6].
stored in advance is often encountered. The action is identified pefinition 1. If the vertices set of a simple graph G is

by finding the shortest characteristics distance betweepjyided into two disjoint non-empty set V and T, the two
experimental data and the action template. vertices associated with each edge of the graph G arein V and

Assume that there are a set of test action data "€sSpectively. G is called the bipartite graph (or even graph),
sequence=(V,,V;-+¥,) and a set of action template sequencg’ote da&i =<V,T,E >, where E is the set of edges.
T = (T, T, - T,)(m > n), both sequences satisfythe action ASSOcIation vertices of E in G are called saturation point. |Elis
time sequence. The question is to find matching path betwedh® length of the edge set.

the two groups of sequences according to the characteristics pefinition 2. For bipartite gragh=< V, T, E >, if [V|=m,
distance matrix and the matching path must satisfy the timgrj=n, and each vertex in the V is adjacent to all vertices in T,

series. Each action of test action data must appear in thge graph is called complete bipartite graph, namety,as
matching path, and the action template sequence does not '

consider it necessary. Definition 3.For bipartite graplk =<V,T,E >, X is a

ubset of the E (G), if any two edges in X are not adjacent in V

There are many classic algorithms[3]. The advantage and are adjacent in T, X is called a single-ended adjacency
exhaustive algorithm is that it can get the optimal solution anatching of graph.

exhaustive comparing all possible solutions under the
constraint conditions. It can guarantee the optimality of the Definition4. For bipartite grapG =<V,T,E >, if a
solution. However, because the algorithm must consider affingle-ended adjacency matching of G can saturate
possible solutions, it has highest time complexity and spacgach vertex in the V, X is called a complete single-ended
complexity. So it is suitable for the small-scale problems. Imadjacency matching. |X| is match length.

this problem, the approximate time complexity(a™?).

The advantage of greedy algorithm has low time complexity 11€_Problem given with the restrictions of the time
and is used in all kinds of aspects in algorithm design. It is ndionstraint is to find the matching path which must satisfy the

easy to prove the correctness of greedy algorithm anfM€ series, namely the action in the back cannot appear in the
sometimes the solution is not the optimal. Compared with th§Ont.  For such problems, we give the following definitions.
exhau;tive algqrithm, the bigg.est drayvback of simulated Definition 5. For bipartite graphG =<V,T,E >, if
gnneallng a_Igorlthm an_d genetic _alg_onthm [4] is that the8omplete matchingQEsatisfy the following formulas,
implementation mechanism is multifarious. They can be use

to solve large scale problem. For small scale problems, its

calculation process is worse than greedy algorithm and other

methods, even worse than exhaustive algorithm. These
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X single path search algorithm, after the minimum value of
each line is obtained, record their columns. When the final
={e 1V, line is reached, according to the records of the columns,
search all of the minimum value with bottom-up way using
breadth-first search strategy. All the matching paths can be
; . obtained by this method.
=V J € .{0'.1 T%}' C s 2) Algorithm Description The algorithm is proposed on the
o Y@, € G, l]_c(ll > 1), then/l =J2. _basis of formatting single path search algorithm. After all of
X Is cal_led a complete single-ended adj_acency matchln_g he data is formatted, the following steps should to do.
based on time sequence. Here, the data with small subscnp% 1) Find out the mi’nimum value from the final line. There
comes first. may be multiple minimum, all of them should be written
Definition 6. (1) If each edge of the graph has a weightdown.

this graph is called weighted graph. 2) Breadth-first search is carried out from bottom to up on
(2)If each edge of the bipartite graph has a weight, thigach of the minimum and find the minimum of previbos.

graph is called weighted complete bipartite graph,The search range is from the upper of current minimum to the

denotedz =< V,T,E,W >, where W is the weight. left. Find all of the minimum values and save their location.

i=01-m;

Definition 7. For weighted bipartite graphG =< 3) Make the current minimum value as initial search point,
V,T,E,W > the single- ended completely adjacency matchingepeat step 2 until the first line, all the requested matching
with smallest weight sum is called the best single endeg@ath can be found.

adjacency matching path, short for the best match path. If X is ) o5 15 17 8 8 4 10 11
a matching path, the sum of weight on the path is called input AN
length of matching path. format 21 21 b 13 14 15 23 7 10
211 12 12 12 12 12 7 7

In this paper, the problem is equivalent to find the be sum 00 g3 us 8 1
single-ended adjacency matching path based on time sequ: 303 3 15 15 15 15 15 15
in the weighted complete bipartite grape=< V,T,E, W >. A A
40 39 35 25 25 20 20 20 Z0

Theorem 1. For weighted complete bipartite gfaph 3030 5 60 60 60 60 20 70

T0 a9 40 85 #5 80 80 40 90

FIGURE 1. THE EXAMPLE OF FORMATTING REVERSE
BRANCH SEARCH ALGORITHM.

V,T,E,W >, there are at least one best single ended adjacency
matching path based on time sequence and the length of
matching path is |V|.

Proof: From definiton 5, we know that complete put 10 3 1T B 34 0l
single-ended adjacency matching based on time sequence e 7 8 910 18 3 15
needs to satisfy the time relations. The first action is matched sum 41 A 12 HaHeEE T 8
firstly, the next action can't be matched ahead. The next s 13 18 3 18 20

3 3= I8 15 SHea—ed
98 7 1015 15 16 17
40 33 35 25 3= U0 SA=—33

matching scope can only be equal to or less than the previous.
The search range of each row is likely to become smaller and
it will not influence the minimum value within the limited

scope. So there is at least a best single ended adjacency a5 a0 60 60 60 20 70
matching path based on time sequence, and the length of 009 40 S 4l =

matching path is |V|. FIGURE lll.  FIGURE 3: THE EXAMPLE OF DYNAMIC PATH
MATCHING ALGORITHM.

Ill. ALGORITHM DESCRIPTION

The matching model is as shown in Figure 1,B' Dynamic Path Matching Algorithm

wheré/,,V, [1V,are ordered by increasing time and Vi is the 1)  Algorithm characteristics This algorithm is similar
matching dataT,, T, --- T,is ordered by increasing time and to the formatting method above. This method carries out first
Tiis the template actiom;is distance of matching path. For ly real-time calculation with top-down method. When the
example, ay; is distance fromV, directly to theT; and
other similar.

output of test action data completes, we just find out all of the
minimum value. This algorithm also can find the all of the
shortest features distance.

2) Algorithm descriptionl) The data of first row is added 0
implicitly.
2) Starting from the next line, each data of the current
line searches the minimum value from right to left from

MATCHING. thepreviousline. The search range is from upper the current
. ] minimum value to the left. Find the minimum value on the left
A. Formatting Reverse Branch Search Algorithm side of it, save its position. Calculate the sum of minimum

1) Algorithm Characteristics on the basis of formatting Vvalue and the current input data and save till the end of the
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line. only can solve the problem of finding a single matching path,
but also can find all of the matching paths. The solving
process shows the time complexity of the algorithms is
extremely low, speed is high and little space is taken up. The
real-time of dynamic path matching algorithm with strong
g plicability is very good. The above two kinds of algorithms
can be optionally use to solve the problem of the shortest
4)  Repeat 2) and 3) until all the input line search ismatch path based on time series.
completed.

3) Save the path of the first suagpand backward
search the sum valuglf they are equal, we save the path. If
a;is greater than,, a; is ignored. Ifa;is smaller than,, save
it as a new search position and search backwards until the e
of the line.
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matching algorithm, exhaustive algorithmare all 100%.The

accuracy of greedy algorithm is 29.5% and the sorting

exhaustive algorithm is 67.5%.

TABLE l. THE ACCURACY.

algorithms The
accuracy
formatting reverse branch search algorithm 100%
dynamic path matching algorithm 100%
greedyalgorithn 29.5%
sorting exhaustive algorithm 67.5%
exhaustive algorithm 100%

Log(us)

1

n 1 > = a L 1

FIGURE IV. COMPARISON ON EXECUTION EFFICIENCY(THE
ALGORITHMS ARE FORMATTING REVERSE BRANCH SEARCH
ALGORITHM,DYNAMIC PATH MATCHINGALGORITHM,GREEDY
ALGORITHM,SORTING EXHAUSTIVE ALGORITHM,EXHAUSTIVE
ALGORITHMFROM LEFT TO RIGHT.)

For execution time, the difference of execution time on
formatting reverse branch search algorithm, dynamic path
matching algorithm and the greedy algorithm is not big, the
exhaustive algorithm is maximum as shown in table 1(the
machine configuration: Pentium (R) 4, CPU (2.66 GHz),
memory (256 m)).

From the above results we can see that two new methods
in both the accuracy and efficiency have incomparable
advantage. They are effective methods on the solution of this
kind of problems.

V. CONCLUSION

In this paper, the new algorithms proposed in this paper not
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