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Abstract

We take advantage of a recent development in So-
cial Choice in order to propose a new algorithm for
the prioritization of objects characterized by fuzzy
soft sets. It benefits from the performance of an
endogenous scoring rule recently proposed by Her-
rero [1]. Our procedure constructs a “comparison
matrix” and grades the objects according to the
corresponding component of an eigenvector associ-
ated with its dominant eigenvalue. This eigenvec-
tor can be easily calculated because the dominant
eigenvalue is computed directly from the size of the
tabular representation of the problem.

Keywords: Fuzzy soft set, Fuzzy decision making,
Comparison table, Endogenous scoring rule, Borda
count.

1. Introduction

In this paper we revisit the fuzzy soft set based deci-
sion making problem as posed by Roy and Maji [2],
and subsequently approached by authors like Kong
et al. [3], Feng et al. [4] and Alcantud [5].

Since its introduction by Zadeh [6] there is a vast
literature on fuzzy set theory and their applica-
tions, as well as succesful variations intending to
capture subjectivity, uncertainty, imprecision of the
appraisals, ... in order to better handle practical
situations.

In particular, the theory of soft sets was initiated
by Molodtsov [7] who showed its applicability to
several fields. He also established some fundamen-
tal results, for example, that the models by fuzzy
sets and soft sets are not independent. Alcantud [8]
proves further relationships among these concepts
and others. Further developments appear in Maji
et al. [9] and Aktaş and Çağman [10] among oth-
ers. Contributions like Ali [11], Feng et al. [12] and
Feng et al. [13] improve our knowledge about con-
nections among soft sets, fuzzy sets and other soft
computing models.

Subsequently, Maji, Biswas and Roy [14] intro-
duce fuzzy soft sets, the main object of analysis of
our contribution. Wang, Li and Chen [15] intro-
duce hesitant fuzzy soft sets. Han et al. [16] and
Zou and Xiao [17] are concerned with incomplete
soft sets. Jiang et al. [18] present an extended soft
set theory based on description logics.

The pioneering approach to deal with fuzzy soft
set based decision making situations is Roy and
Maji [2]. It is a useful complement to the stan-
dard solutions for soft set based decision making
problems (cf., Maji, Biswas and Roy [19], Çağman
and Enginoğlu [20] and Feng and Zhou [21]). Their
procedure relies on the computation of a compar-
ison matrix which permits to attach scores to the
alternatives or objects characterized by fuzzy soft
sets. The work by Alcantud [5] intends to overcome
its tendency to get ties, by the recourse to a dif-
ferent computation of the comparison matrix. In
a different vein Feng et al. [4] incorporate subjec-
tivity into the analysis of this issue. They develop
an adjustable method based on level soft sets un-
der which the optimal choice is dependent on the
selected level soft sets.

In this contribution we address the problem posed
in [2] but we do not follow the aforementioned in-
teresting lines of inspection. Instead, we take ad-
vantage of a recent proposal in Social Choice that
permits to suggest a completely redesigned algo-
rithm for the prioritization of objects characterized
by fuzzy soft sets.

More precisely, our algorithm constructs a differ-
ent “comparison matrix” which benefits from the
analysis of an endogenous scoring rule recently pro-
posed by Herrero [1]. It is a positive matrix whose
cells are Borda counts (in its diagonal) and Con-
dorcet dominations (off its diagonal). Then our
procedure grades the objects according to the cor-
responding component of an eigenvector associated
with the dominant eigenvalue of the matrix. The
investigation by Herrero permits to import interpre-
tations, characteristics and relevant features of this
solution. Thus for example, the dominant eigen-
value of the matrix is trivially calculated from the
size of the corresponding tabular specification.

The structure of the problem ensures that our
procedure ends in a final decision in all circum-
stances. Therefore, contrary to the adjustable
methodology our algorithm produces well-defined
and uniquely determined optimal decisions. And
it inherits other virtues of the endogenous scoring
rule in Herrero [1]. This means a further benefit
with respect to the common score-based approach
in Roy and Maji [2] and Alcantud [5].

This paper is structured as follows. In Section 2
we recall some preliminary definitions, present the
problem, and review the most relevant literature.
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In particular, in subsection 2.3 we describe some
solutions to the problem under inspection in pre-
vious related approaches. In Section 3 we explain
the construction and properties of the tool from So-
cial Choice whose methodology we intend to import.
Then we propose a novel solution for our problem
in the form of an algorithm. Section 4 contains an
extensive example that illustrates the methodology
that we endorse here. In Section 5 we compare our
proposal with previous procedures. We conclude
and mention other related lines of research in Sec-
tion 6.

2. The problem and a critical review of
existing solutions

This Section is devoted to establish our framework,
present the problem, and review the most relevant
literature. We also examine some solutions to the
problem of fuzzy soft set based decision making pro-
vided by the literature, which rely on the use of
scores.

2.1. Soft sets and fuzzy soft sets

In order to define our framework, henceforth U de-
notes a universe of objects and E denotes a universal
set of parameters.
The origin of our investigation is the following

concept:

Definition 1 (Molodtsov [7]) The pair (F, A) is
a soft set over U when A ⊆ E and F : A −→ P(U),
where P(U) denotes the set of all subsets of U .

A soft set over U is regarded as a parameterized
family of subsets of the universe U , the set A being
the parameters. For each e ∈ A, F (e) may be con-
sidered as the set of e-approximate elements of the
soft set (F, A).
Maji, Bismas and Roy [9] develop the original

analysis of soft sets further. They define concepts
like soft subsets and supersets, soft equalities, in-
tersections and unions of soft sets, among others.
Feng and Li [22] give a systematic study on several
types of soft subsets and various soft equal relations
induced by them.

Definition 2 below has been subsequently pro-
posed and investigated in order to model increas-
ingly general situations:

Definition 2 (Maji, Biswas and Roy [14])
The pair (F, A) is a fuzzy soft set over U when
A ⊆ E and F : A −→ FS(U), where FS(U) denotes
the set of all fuzzy sets on U .

Clearly, every soft set can be considered as a fuzzy
soft set.

When both U and A are finite (as is common to
most real applications) fuzzy soft sets can be repre-
sented either by matrices or in tabular form. Rows
are attached with objects in U , and columns are

p1 p2 p3 p4 p5 p6 p7
o1 0.3 0.1 0.4 0.4 0.1 0.1 0.5
o2 0.3 0.3 0.5 0.1 0.3 0.1 0.5
o3 0.4 0.3 0.5 0.1 0.3 0.1 0.6
o4 0.7 0.4 0.2 0.1 0.2 0.1 0.3
o5 0.2 0.5 0.2 0.3 0.5 0.5 0.4
o6 0.3 0.5 0.2 0.2 0.4 0.3 0.3

Table 1: Tabular representation of the fuzzy soft set
(S, P ) in Roy and Maji [2].

attached with parameters in A. In the particular
instance of a soft set, these representations are bi-
nary: all cells are either 0 or 1. As an example,
Table 1 puts forward the tabular representation of
the fuzzy soft set (S, P ) in Roy and Maji [2]. It is
used by Alcantud [5] in order to contrast his pro-
posal with other existing solutions.

When a soft set (F, A) is represented in matrix
form through the matrix (hij)i,j then the choice
value of an object hi ∈ U is ci =

∑
j hij . Accord-

ing to Maji, Biswas and Roy [19, Subsection 3.4], a
suitable choice is made when the selected object hk

verifies ck = maxi ci. In other words, objects that
maximize the choice value are satisfactory outcomes
of this soft set based decision making problem. Al-
ternative solutions include Çağman and Enginoğlu
[20] and Feng and Zhou [21].

As mentioned above, a list of different approaches
to fuzzy soft set based decision making includes the
references Roy and Maji [2], Kong et al. [3], Feng
et al. [4] and Alcantud [5]. We proceed to survey
their main characteristics and differences below in
subsection 2.2.

2.2. Fuzzy soft set based decision making: a
review of the literature

Because of the subjective or humanistic nature of
the problem of fuzzy soft set based decision mak-
ing, which replicates the situation of soft set based
decision making that we have described above, it
comes as no surprise that several approaches have
been proposed to contribute to the controversial and
complex issue.

Roy and Maji [2] first proposed an algorithm to
prioritize alternatives or objects characterized by
fuzzy soft sets. A different procedure is given by
Kong et al. [3]. Although these authors claim that
the Roy and Maji’s algorithm is incorrect on the
grounds of a single naive example, such presumed
“counterexample” does not stand inspection (cf.,
Feng et al. [4, Subsection 3.2]). Furthermore, the
divergence of opinions between [2] and [3] is whether
scores or choice values should be used as the crite-
rion for making the optimum decision, and it seems
rather arguable whether choice values are adequate
in this framework.

In a different vein, Feng et al. [4] incorporate sub-
jectivity in this analysis by proposing an adjustable
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method based on level soft sets. In their approach
the optimal choice is dependent upon the selected
level soft sets, which is a burden for the decision-
maker who has to decide about such previous factor
without a suitable methodology.
Alcantud [5] has shown by examples that the

aforementioned solutions tend to produce many ties
among options. Then he proposes a novel method
with two specific targets. Firstly, in line with
Roy and Maji’s acclaimed proposal it appeals to
a Comparison table and produces a unique well-
determined outcome through scores. But secondly,
his novel procedure is considerably less inconclusive
because it leans on a different way to define that
relevant Comparison table that ultimately produces
fewer draws.

In a different spirit, Jiang et al. [23, Section 1]
conclude that the parameters in the specification of
the (fuzzy) soft sets are too simple. They present
an extended fuzzy soft set theory that appeals to
the concepts of fuzzy description logics to act as
the parameters of fuzzy soft sets.

We must also acknowledge that the pioneering
Roy and Maji [2] directly state their algorithm for
multiobserver data in terms of various sets of pa-
rameters, e.g., in the problem of object recognition.
The aforementioned Alcantud [5] contributes to this
related issue as well. He shows that Roy and Maji’s
original approach may result into a loss of infor-
mation along the construction of a resultant fuzzy
soft set from the multiobserver information. Conse-
quently he provides an alternative proposal for such
purpose under which the impact of the unavoidable
loss of information is less sizable. The present study
is not intended to take sides in this controversy, thus
we directly proceed with the information provided
by the resultant fuzzy soft set.

2.3. Two score-based algorithms that solve
the problem

For the sake of subsequent comparisons, let us recall
the characteristics of the two score-based proposals
that we have emphasized earlier in subsection 2.2
due to their nice performance.
The application of Roy and Maji’s algorithm pro-

ceeds as under:

Algorithm 1 ([2]). Roy and Maji’s algorithm.

Step 1.
Input the fuzzy soft set (F, A) on k objects in
the form of an input table whose cell (i, j) is
denoted tij .

Step 2.
Construct a k × k matrix C = (cij)k×k where
cij is the number of parameters for which the
membership value of oi is greater or equal than
the membership value of oj . In other words, cij

is the number of parameters m for which tim−

tjm > 0, or the number of non-negative values
in the finite sequence ti1 − tj1, ti2 − tj2, . . .

This is Roy and Maji’s Comparison matrix.

Step 3.
For each i = 1, ..., k, compute ri as the sum of
the elements in row i of C, and ti as the sum of
the elements in column i of C. Then for each
i = 1, ..., k, compute the score si = ri − ti of
object i.

Step 4.
The decision is any object ok that maxi-
mizes the score, i.e., any ok such that sk =
maxi=1,...,k si.

Example 3 below illustrates the use of Algorithm
1 in a concrete situation. As discussed earlier, in a
problem with multiobserver input parameter data
set the practitioner must first produce the resultant
fuzzy soft set (F, A) either with Roy and Maji’s [2]
or with Alcantud’s [5] methodology.

Alcantud [5] discusses the definition of C in Al-
gorithm 1 at length, presents several demonstra-
tive examples, and states a proposal that overcomes
drawbacks of earlier approaches. The main nov-
elty in his proposal regarding Algorithm 1 is in
Step 2, i.e., in the definition of the Comparison ma-
trix. Then his algorithm produces scores denoted
Si henceforth.

Example 1 In the case of the fuzzy soft set (S, P )
represented by Table 1, the algorithm in Alcantud
[5] produces the outcome

o5 � o6 � o3 � o2 � o1 � o4

(a simplified notation which stands for the priori-
tization S5 > S6 > S3 > S2 > S1 > S4 of the
scores computed by his algorithm). This is fairly
similar to the solution by Roy and Maji [2], namely,
o5 � o3 � o6 � o2 � o1 � o4 (which stands for
s5 > s3 > s6 > s2 > s1 > s4, the prioritization of
scores computed by Algorithm 1).

3. A new proposal of solution in fuzzy soft
set based decision making

In soft set based decision making, Maji, Biswas
and Roy [19, Subsection 3.5] proposed a straight-
forward way to generalize their decision mechanism
by choice values. They propose to impose weights
on each choice parameter in order to produce a
revised algorithm for computing the optimal deci-
sions. Following that line of exploration, Feng et
al. [4] introduce the notion of weighted fuzzy soft
sets. Through a direct modification of their original
adjustable proposal they discuss some applications
to fuzzy soft set based decision making problems.
However in both their approaches the weights of
the parameters are exogenously given and the re-
searcher has no clue as to which exact procedure
can be of help at this point.
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This drawback is reminiscent of a problem in So-
cial Choice. Suppose that a group has to vote on a
list of options. An extensively used solution ap-
peals to scoring rules, which attach some exoge-
nously given weights to the alternatives depending
upon their position in the individual rankings. Of
course the choice of the weights heavily affects the
final decision, as is the case of the aforementioned
approaches to decision making problems in the con-
text of soft set theory.

In the remaining of this Section we import a re-
cent technique that permits to use endogeneously
selected weights in voting theory. Firstly we des-
cribe the benefits of such rule. And then we put
forward a completely redesigned algorithm for de-
cision making in fuzzy soft set theory that inher-
its such benefits. Thus the practitioner can avoid
deciding on the weights without refusing to their
appeal, since the algorithm that we propose makes
implicit computation and use of weights.

3.1. Herrero’s endogenous scoring rule

In Social Choice a previous analysis of which par-
ticular scoring rule is adopted should be made when
weights are to be attached to the opinions on the op-
tions. Quite remarkably, Herrero [1] has proposed
an endogenous scoring rule that permits to circum-
vent this handicap, i.e., a voting rule that relies on
endogenosly obtained scores. Such scores are given
by the relative support of the options. Herrero ex-
plains that the relative support is a vector with pos-
itive components. Not only it gives a natural order
of the options by the size of their support, but also
it measures their worth, power or importance.
Let us proceed with the formal analysis of this

endogenous scoring rule. Herrero [1] poses several
examples which indicate that her rule neither is a
scoring rule, nor coincides with the Borda rule nor is
Condorcet consistent. Neverheless it combines the
Condorcet and the Borda information in order to
naturally induce an order of the options by exploit-
ing the properties of a certain non-negative matrix
that Herrero calls the Condorcet-Borda matrix. Its
structure is easy to explain, and is described in Step
2 of Algorithm 2 below. Associated with its dom-
inant eigenvalue there must be an eigenvector, the
components of which are all positive. Herrero con-
vincingly argues that it is natural to interpret its
components as a measure of the relative support of
the options, thus it gives a natural prioritization
for them. To make things easier, Herrero shows
that the dominant eigenvalue requires no calcula-
tion since it is trivially computed from the size of
the tabular representation of the problem.

3.2. An approach based on eigenvectors

In view of the discussion above it seems appropri-
ate to import Herrero’s methodology of endogenous
scores in order to implement the following novel pro-

cedure for the purpose of ranking objects character-
ized by fuzzy soft sets:

Algorithm 2. New approach based on Herrero’s
methodology.

Step 1.
Input the fuzzy soft set on k objects in the form
of a k×q input table whose cell (i, j) is denoted
tij .

Step 2.
Construct a k × k matrix C = (cij)k×k where:

(a) When i 6= j, cij is the number of param-
eters for which the membership value of
oi is strictly greater than the membership
value of oj . Thus cij is the number of pa-
rameters m for which tim − tjm > 0, or
the number of positive values in the finite
sequence ti1 − tj1, ti2 − tj2, . . .

(b) For each i, cii = q(k−1)−mi where mi =∑
j 6=i cji is the sum of the non-diagonal

elements in column i of C.

This is Herrero’s Comparison matrix.

Step 3.
Compute one eigenvector H = (H1, · · · , Hk)
associated with the dominant eigenvalue of the
matrix, namely, q(k − 1).

Step 4.
The decision is any object ok such that k max-
imizes the component of H, i.e., any ok such
that Hk = maxi=1,...,k Hi.

The only apparent difficulty in the application
of Algorithm 2 is in Step 3. In reality, the com-
putation of eigenvectors for a known eigenvalue is
trivial, since it boils down to solving a system of
k linear equations. This is computationally sim-
ple. Nevertheless standard mathematical software
can calculate eigenvectors directly. We emphasize
that Herrero’s analysis proves that the eigenvalue
that is needed is q(k − 1).

Algorithm 2 combines the appeal to (endoge-
nously processed) weights with the use of newly de-
fined scores in Step 3.

4. Complete analysis of an example

In order to illustrate the application of our novel
algorithm, let us now reconsider the decision pro-
blem posed by the fuzzy soft set (S, P ) represented
by Table 1.

Example 2 Herrero’s 6×6 Comparison matrix as-
sociated with (S, P ), whose tabular representation
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has 6× 7 size, is
18 1 1 3 4 3
3 22 0 3 3 2
5 2 24 3 3 3
3 2 2 17 1 1
3 4 4 5 23 4
3 4 4 4 1 22


Its dominant eigenvalue is simply q(k − 1) = 35.
An eigenvector associated with this eigenvalue is
H = (81.56, 86.42, 143.46, 54.57, 159.29, 118.60),
which is unique up to normalization. Hence Algo-
rithm 2 proposes the prioritization

o5 � o6 � o3 � o2 � o1 � o4

because H5 > H6 > H3 > H2 > H1 > H4.
This outcome coincides with the solution by Al-

cantud [5] and is pretty similar to the solution by
Algorithm 1 (cf., Example 1).

5. Comparison with other methodologies

Example 2 proves that our new proposal (Algorithm
2) is different to the solution offered by Roy and
Maji [2] (Algorithm 1).

One should also compare it with the variation of
the Roy and Maji’s approach given by Kong et al.’s
[3] controversial algorithm, or with the adjustable
approach by Feng et al. [4]. To this purpose it suf-
fices to compare the solutions that they suggest for
the problem posed by the fuzzy soft set (S, P ) with
the outcome of our Algorithm 2. We have calcu-
lated that Kong et al.’s [3] algorithm establishes the
prioritization o5 � o3 � o6 � o2 � o4 � o1. By
contrast Feng et al.’s solution by their top-level de-
cision rule produces a less clear distinction, namely,
o5 � o3 � o6 ∼ o4 ∼ o2 ∼ o1 (cf., [4, Table
11]). Thus a simple inspection shows that they
are different to the solution endorsed here, namely,
o5 � o6 � o3 � o2 � o1 � o4. This argument proves
that our Algorithm 2 coincides neither with Kong et
al.’s solution nor with Feng et al.’s solution by their
top-level decision rule.
The question remains whether the algorithm in

Alcantud [5] and Algorithm 2 always provide the
same solution (as happened in the particular case of
Example 2) or these algorithms are in fact different.
In order to solve this question in the negative we
provide the following example:

Example 3 Consider the fuzzy soft set (S′, P ′)
represented by Table 2. Its tabular representation
has 3× 4 size.
Herrero’s 3 × 3 Comparison matrix associated

with (S′, P ′) is  3 1 1
2 6 2
3 1 5



p1 p2 p3 p4
o1 0.6 0.7 0.3 0.3
o2 0.8 0.6 0.5 0.3
o3 0.7 0.5 0.5 0.4

Table 2: Tabular representation of the fuzzy soft set
(S′, P ′) in Example 3.

An eigenvector associated with its dominant eigen-
value 4(3− 1) = 8 is H = (1, 3, 2), which is unique
up to normalization. Hence Algorithm 2 proposes
the prioritization

o2 � o3 � o1

because H2 > H3 > H1.
This outcome does not coincide with the solution

by Alcantud [5]. Following the steps in his algorithm
one can calculate that the corresponding Compari-
son matrix is

A =

 0 −0.107 0.286
0.325 0 0.068
0.65 0.45 0


Now it is also immediate to compute the required
amounts that provide the scores according to the
mechanism in Alcantud [5], namely, S1 = −0.796,
S2 = 0.05 and S3 = 0.746.
Hence Alcantud [5] proposes the prioritization

o3 � o2 � o1

which compared with the outcome of Algorithm 2
proves that these two proposals are indeed different.
In fact this example proves that they may even dis-
agree on the top alternative when the problem is rel-
atively small.

6. Conclusion

We have introduced a recent methodology from So-
cial Choice that provides a new algorithm for sol-
ving fuzzy soft set based decision making problems.
It can be combined with both Roy and Maji’s [2]
and Alcantud’s [5] methodologies for producing re-
sultant fuzzy soft sets in problems with multiob-
server input parameter data set. We have proved
by examples that our algorithm is indeed different
to existing solutions.

We believe that the tool that we have imported
can be succesfully implemented in other related de-
cision making problems in the future. For exam-
ple, in combination with scores it can be used to
provide a ranking of hesitant fuzzy sets over finite
sets, which permits useful applications like priori-
tizing projects. A first attempt with an application
to metarankings of world universities appears in Al-
cantud et al. [24].
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