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Abstract

Z. Takac in [16] introduced the aggregation operators
on any subalgebra of M (set of all fuzzy membership
degrees of the type-2 fuzzy sets, that is, the functions
from [0,1] to [0,1]). Furthermore, he applied the Zadeh’s
extension principle (see [24]) to obtain in [16, 17] a
set of aggregation operators on L* (the strongly normal
and convex functions of M). In this paper, we introduce
the aggregation operators on any partially ordered and
bounded set (poset). This will allow us to suitably pro-
vide aggregation operators on M. In this sense, firstly we
define a set of operators on M, more general than those
given by Z. Takag, studying some of their properties.
Secondly, we focus on some operators obtained through
a very different way, proving that they are aggregation
operators on L (set of normal and convex functions of
M), and on M.

Keywords: Type-2 fuzzy sets, functions from [0,1] to
[0,1], normal and convex functions, aggregation opera-
tors

1. Introduction

Type-2 fuzzy sets (T2FSs) were introduced by L.A.
Zadeh in 1975 [24] as an extension of type-1 fuzzy sets
(FSs). Whereas for FSs the membership degree of an
element of a set is determined by a value in the interval
[0,1], the membership degree of an element for T2FSs
is a fuzzy set in [0,1], that is, a T2FS is determined by a
membership function u : X — M, where M = [0, 1)(-!]
is the set of functions from [0,1] to [0,1] (see [11], [14],
[15], [19]). In this paper we will get results for T2FSs
with membership degrees in M = [0, 1] (set of func-
tions from [0,1] to [0,1]) and also in the subset L of
normal and convex functions of M. Because the mem-
bership degree of T2FSs is fuzzy, they are better able to
model uncertainty than FSs [12].

Aggregation of information is critical in any inference
system, and so the study of aggregation operators is es-
sential, for the fuzzy sets and for any of their extensions,
such as type-2 fuzzy sets. The theory of aggregation of
real numbers is well established (see e.g. [13, 3,21]) and
is applied in fuzzy logic systems based on FSs. Aggre-
gation operators for real numbers were extended to the
aggregation operators for intervals (see e.g. [2]). Then,
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Z. Takac [16, 17] introduced the definition of aggrega-
tion operator on M and applied the Zadeh’s extension
principle in order to extend the type-1 aggregation op-
erators to T2FSs. Nevertheless, S. Zhou et al. [25] had
previously given an approximation with the extension of
the ordinary aggregation operators so-called OWA (Or-
dered Weighted Averaging, see [22]).

The purpose of this paper is to introduce a family of
operators on M, more general than that given in [16, 17]
and study some of their properties in order to determine
under which conditions these operators are aggregation
operators on L. Furthermore, we analyze other set of
operators on M, different to those obtained in [16] and
[17].

The article is organized as follows. Section 2 is de-
voted to remember the basic concepts to understand the
rest of the paper. In Section 3 we study some aggre-
gation operators obtained through the Zadeh’s extension
principle, while Section 4 focus on a new family of oper-
ators. Finally, some conclusions are presented in Section
5.

2. Preliminaries

In this Section, we will recall some concepts and results,
in order to understand without difficulty the rest of the
paper. Throughout the paper, X will denote a non-empty
set which will represent the universe of discourse. Ad-
ditionally, < will denote the usual order relation in the
lattice of real numbers.

2.1. Fuzzy sets, some extensions and operations

Definition 1. ([23]) A type-1 fuzzy set (FS), A, is char-
acterized by a membership function Ly,

s s X —[0,1],

where [14(x) is the membership degree of an element
x € X in the set A.

Definition 2. ([1], [18]) An interval-valued fuzzy set
(IVES), A, is characterized by a membership function
O4,

o4: X = 1([0,1]) = {[a,b] :0<a < b < 1}.

Accordingly, the membership degree of an element x €
X in the set A is an interval in [0,1].



A partial order <; can be defined on ([0, 1]) such that
[al,ag] < [bl,bz] if and only if a; < by and ay < bs.
Thus (1([0,1]),<;) is a bounded and complete lattice in
which the least and greatest elements are, respectively,
[0,0] and [1,1].

Definition 3. ([14], [15]) A type-2 fuzzy set (T2FS), A,
is characterized by a membership function:

pa:X =M= [071][071] =Map ([0,1],[0,1]),

that is, ta (x) is a fuzzy set on the interval [0, 1] and also
the membership degree of an element x € X in the set A.
Therefore,

Ha (x)

:fm

where

fi:[0,1] —

Definition 4. ([19]) Let a € [0,1]. The characteristic
function of a is a : [0,1] — [0, 1], where

a@{é

Let J C M be the set of all characteristic functions of
the elements of [0,1], that is, J={a: [0,1] = [0,1]: a €
[0,1]}. There is a bijection from J to [0,1], set of mem-
bership values of the fuzzy sets.

0,1].

ifx=a
ifx#£a

Definition 5. ([19]) Let [a,b] C [0, 1]. The characteristic
function of [a,b] is [a,b] : [0,1] — [0,1], where
ifx € [a,b]

{é if x ¢ [a,b]

Let K C M be the set of all characteristic functions of the
closed subintervals of [0, 1]. There is a bijection from K
to the set 1([0,1]) of membership values of the TVFSs.
An interval type-2 fuzzy set IT2FS) is a T2FS where
all the membership degrees are functions in K. The no-
tation between two slashes, for example /a,b/, refers
to an general (closed or unclosed) interval in [0,1], and
its characteristic function is /a,b/, defined in a similar
fashion to Definition 5. Note that the support of function
/a,b/ is /a,b/, and could be an empty set if a = b and
is unclosed, in which case /a,b/ =0 (where O is the
constant function 0(x) = 0, for all x € [0, 1]).

Walker and Walker justify in [19] that the operations
on Map(X,M) can be defined naturally from the op-
erations on M and have the same properties. In fact,
given the operation * : M x M — M, we can define the
operation x : Map(X,M) x Map(X,M) — Map(X,M),
such that, for each pair f,g € Map(X,M), we have
(f * g)(x) = f(x)xg(x), for all x, where f(x),g(x) €M
(see [19], [10]). Therefore, in this paper, we will work
on M, as all the results are easily and directly extensible
to Map(X,M).

[avb] (x) =

Definition 6. ([7], [19], [4], [5]) The operations of LI
(generalized maximum), I (generalized minimum), —
and the elements 0 y 1 are defined on M as follows:

(fUg)(x) =sup{f(y)Ng(z) :yVz=ux},
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(fMg)(x) =sup{f(y) Ng(z) :yNz=x},
—f(x) = sup{f(y): 1 -y=x} = f(1—x),
_ 1 ifx=0 - 1 ifx=1
O(x):{o ifx#0’ l(x):{o ifx#1.

where V and A are the maximum and minimum opera-
tions, respectively, on lattice [0, 1]. Note that 0 and 1 are
precisely the characteristic functions of 0 and 1, respec-
tively.

________ 14 —

Fg fneg =

Figure 1: Example of the operations of LI, 1, and —.
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Figure 2: Functions 0 and 1.

We can easily prove that U and M satisfy De Mor-
gan’s laws with respect to the given operation —, but
M = (M, L,M,—,0,1) does not have a lattice structure,
as it does not comply with the absorption law [7], [19].
On the other hand, the operations L and M have the prop-
erties required to each define a partial order on M.

Definition 7. ([15], [19]) The partial orders defined on
M are as follows:

fCg ifflig=f; fg if fUg=g.

These two partial orders do not generally coincide [15,
19].

The following definition and theorem were given in
previous papers in order to facilitate operations on M:

Definition 8. ([7], [19], [4], [SDIf f e M, fL, fReM
are defined as

Figure 3: Examples of fL and fR.

fL and fR are monotonically increasing and decreasing,
respectively. Note that, f < f£, f < R (fH)L = fL,
(fO)f = fR and  (f1)F = (f5)F = sup f, for all
f,g €M ([19]), where < is the usual order in the set of
functions ( f < g if and only if f(x) < g(x), Vx).



Theorem 1. ([19]) Let f,g € M. Then :
fCg & (ffng <r<if,

f2g e (g"Af)<g<f-

In the following, we will consider L, the subset
of normal and convex functions of M. This set will
contain a bounded and complete lattice structure,
thanks to which aggregation operators can be properly
constructed.

Definition 9. A function f € M is convex if, for any
x <y <z, we have that f(y) > f(x) A f(z)

Let C denote the set of all convex functions in M

Definition 10. ([6], [7], [19], [10]) A function f € M
is normal (strongly normal) if sup{f(x):x € [0,1]} =1
(f(x)=1 for some x € [0, 1]).

Let N denote the set of all normal functions in M, and
N* the set of all strongly normal functions in M. It is
N* C N but N* £ N. Note that given f € M, we have
that f € Nif and only if fLV R = 1, where 1 is the func-
tion such that 1(x) = 1, for all x € [0,1]. The equation
fEV fR =1 is equivalent to any of the following four
properties: a) fX(x) =1 or fR(x) =1, forall x € [0,1],
b f0)=1, 0 fF(1)=1d) (fH*=("=1

The set of all normal and convex functions of M
will be denoted by L, and the set of all strongly nor-
mal and convex functions by L*. The algebra L =
(L,1,M,—,0,1) is a subalgebra of M. The partial or-
ders C and < on L coincide, and L is a bounded com-
plete lattice (0 and 1 are the minimum and maximum,
respectively) (see [6], [7], [15], [19]). Besides, it is ob-
vious that J C K C L* C L C N C M. There exists an
order isomorphism from (J, C) to the interval ([0, 1], <).
There also exists an order isomorphism from (K, C) to
the set (1([0,1]), <;).

The following characterization will be useful for es-
tablishing new results:

Theorem 2. ([6], [7]) Let f,g € L. f C g if and only if

gk < fF and fR<gR

¥ |
f/’ ¥

7 \\
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Figure 4: Example where f C g.

2.2. N-ary aggregation operators
Remember that:

Definition 11. ([13, 16, 17]) A function A : [0, 1]" —
[0,1] is an n-ary aggregation operator on [0,1] if and
only if :

i) A(0,...,0) =0,

i) A(L,..,1) =1,

iii) If x; <y, for all i = 1,...,n, then A(xy,...,x,) <
A(y1,...,yn) (increasing in each argument), for all
xi,yi € [0,1] .

Any t-norm (triangular norm) and t-conorm on [0,1]
is an aggregation function on [0,1]. The arithmetic mean
A(x1, ..o Xy) = X0 xi/n, forall xq, ...,x, € [0, 1], also is.

According to the Zadeh’s extension principle [24], Z.
Takac [16, 17] extended the n-ary aggregation operator
on [0,1] (see Definition 11) to the following n-ary oper-
ator on M.

Definition 12. ([16, 17]) Let A : [0,1)" — [0, 1] be an
aggregation n-ary operator on [0,1]. The n-ary operator
onM, A:M" — M, is given by

A(fi, s f1)(x) =

sup{fi(y1) Ao A fu(n) A1, 90) = X},
where x,yq,...,y, € [0,1] and fi,..., f, € M.

Nevertheless, note that in order the operator A be
properly defined for all x € [0, 1], it is necessary to de-
mand that the images of the function A contains all val-
ues of the interval [0,1], that is, A must be surjective. For
example, as the type-1 operator

U ifyi==y =1,
A1, ym) = {0 otherwise,

is not surjective, A is not defined for all x € [0,1] (A is
not defined for x € (0, 1)).

Furthermore, Z. Taka¢ introduced, in the same papers
the type-2 aggregation operators.

Definition 13. ([16]) Let (U,U,m,0,1,C, <) be a sub-
algebra of (M,LJ,M,0,1,C, <). A function y : U" — U
is a type-2 aggregation operator on U if and only if the
following conditions 1), 2) and one of the conditions 3)
and 3’) are fullfiled:

1) x(0,...,0) =0,

2 g 1) =1,

3) If fiC g, foralli=1,..,n, then x(fi,....fn) C
x(g1,---,n) (increasing in each argument), for all
fi7gi eU.

3) If fi R g, forall i = 1,...,n, then x(f1,..., fn) =
x(g1,...,82) (increasing in each argument), for all
fivgi eU.

Remember that in L, C==, and so the conditions 3)
and 3’) are the same.

Z. Takac [16, 17] also determined that if A is a contin-
uous n-ary aggregation operator on [0,1], then A is an
aggregation operator on L* (that is a subset of L). Nev-
ertheless he did not give any aggregation operator on L,
or on M, as the closure properties given in those papers
were established only on L*.

Now we propose the definition of n-ary aggregation
operator on a bounded and partially ordered set. This
definition is more general than that give in Definition 13
and will allow us to properly obtain aggregation opera-
tors on M, and on any bounded subset of M.



Definition 14. Let U be a set and <y be a partial order
in U such that (U, <y) has a minimum element O<,, and
a maximum element 1<,. An n-ary aggregation opera-
tor on (U, <y) is a function x : U" — U such that:

1) X(OSU y ""OSU) = Ogy,

2) X(lgu,..., lSU) = lSU’

3) Given f;,g; € U, if f; <y gi, foralli =1,...,n, then
x(f1,- fn) <v x(g1,-..,gn) (increasing in each argu-
ment).

Similarly to Definition 13, an n-ary aggregation oper-
ator in (L, C) will be called a type-2 aggregation opera-
tor on L.

3. Aggregation operators from Zadeh’s extension
principle

In this Section we define, from the Zadeh’s extension
principle, new n-operators on M, more general than
those given by Z. Takac [16] (see Definition 12). We
also determine some of their general properties.

Definition 15. Let ¢ : [0,1]" — [0,1] a surjective n-ary
operator on [0,1], and x : [0, 1]" — [0, 1] be an n-ary oper-
ator on [0,1]. The n-ary operator on M, /<*’¢ M — M,
is defined as

/<*~¢(f17"'?fﬂ)(x) =

sup{x(f1(y1), s fa(n)) : @(V1, .., 90) = x},
where x,yq,...,y, € [0,1] and fi,...,f, € M.

Note that if*(f] (y1)7 -~-7fn(yn)) =1 (yl) /\fz(yz) VAR
fu(yn), and @ is a continuous n-ary aggregation operator

on [0,1], then, according to [16, 17], £, ¢ is an n-ary
aggregation operator on L*.

Example 1. If x(z1,22,23) = (z1 Vz2) A z3 for all z1, 22,
73 €10,1], and ¢ is the arithmetic mean, then we have
forall f1, /2,3 €M,

Ao (f1, 12, /3)(x) =

yity2ty3
sup{(fiv)V 202 A f3(03) 1 ——5—— =}
A+, 1s not an aggregation operator, as it does not sat-
isfy the boundary conditions. In fact,

/<*7¢ ((_)a (_)a (_)) 7& (_)7
for example, <, 4(0,0,0)(3) = 1. And also

Ao(LTT) #1.

This is because 0 is not an absorbent element of the
operator x.

The operator X, ¢ of Definition 15, is also a generaliza-
tion of the binary operations given by Hernandez and al.
in [8, 9]. There * was any binary operation on [0,1],
and ¢ a t-norm (or t-conorm) in [0,1]. In [8] it was
proved that if x is any continuous t-norm in [0,1], and ¢
is any continuous t-norm (t-conorm) in [0,1], then £, 4
is a t,-norm (t,-conorm) in L (t,-norm or t,-conorm is a
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t-norm or t-conorm according to the restrictive axioms,
see [20]). Nevertheless in this work ¢ is any surjective
n-ary operator on [0,1], and the main goal will be to ob-
tain n-ary aggregation operators on L. For this purpose,
we firstly give some previous results.

From now on £, 4, ¢ and x will be the operations in-
troduced in Definition 15, taking into account that ¢ will
always be surjective.

Proposition 1. If x(1,...,1) =1 and 0 is an absorbent
element of x, then

-1f ¢(0,...,0) = 0, itis £, 4(0,...,0)
SIE0(1,.,1) = 1, itis A, (1,0, 1)

I
— 'OI

Proposition 2.

-If %(1,...,1) =1, then £, 4(1,...,1) =1.

- If O is an absorbent element of , for any f,...,f, €M,
such that f; = 0 (empty function) for some i =1,...,n, it
is /<*¢ (fla 7fn) =0 (empty)

Proposition 3. If x is increasing in each argument, and

fiseees fr 815,80 € M, such that f1 < g1,..., fn < gu,
then

Ko (f1se ) S Kip(81558n)-

Proposition 4. If both ¢ and = are continuous and
increasing in each argument, and fi, ..., f;, € M, itis

(Ao (fi e f))E = Ko (f s 1),
(AUf1 s )R = K (R ).

Remark 1. There exist cases in which * is not continu-
ous, and although the rest of conditions of this Proposi-
tion 4 are fulfilled, the equalities do not hold. For exam-
ple, let us consider

u, ifv=1,
*(u,v) =< v, ifu=1,
0, otherwise,

ifxe0,1),
otherwise,

0 ={o5

any continuous binary aggregation op-
We have f(x) < 1, for all
x € [0,1], and sup f = 1. Then, (L(f,f))R(0) =
sup{(f(»1), f(32)) = @(y1,32) = 0} = sup{0} = 0,
and Ao (% 5)0) = sup{x(f*(y1), ()
0(1.32) = 0} = #(£8(0), FX(0)) = »(1,1) = 1. So.
(/<*¢(f7f))R(O) 7& /<*7¢(fR7fR)(O)'

On the other hand, (Ko (fL))EQ) =
sup{x(f(»1),f(32)) : ¢(y1,32) < 1} = sup{0} = 0.
And Ao (ff (1) = sup{*(f* (), f*(32))
0(y1,y2) = 1} = *(fE(1),fL(1)) = 1. Therefore,
(Keo (FLNHL) # Ao (F5 £)(D).

Let us now see the closure properties in N, K, J, Cy
L.

and ¢
erator on [0,1].

Proposition 5. If x(1,...,1) = 1, then £, 4 is closed in
N*,



Proposition 6. Let * be increasing in each argu-
ment, continuous at (1,...,1) € [0,1]", and such that
*(1,...,1) = 1. Furthermore, let ¢ be continuous and
increasing in each argument. Then <, 4 is closed on N.

Remark 2. The example in the Remark 1 also proves
that there exist cases in which % is not continuous at
the point (1,...,1), and although the rest of the condi-
tions required in this Proposition 6 are satisfied, <, ¢ is
closed neither on N, nor on L. In fact, in this case, f €N,
FEL. and (Kug(£./))R(0) =0 # L, 50 Kuo(f.f) is
not normal, and it is not in L.

On the other hand, examples of binary operations x sat-
isfying the required conditions in this Proposition 6 are
the t-norms and t-conorms continuous at (1,1) and the
operation

wu,v) = {u{)\u

Proposition 7. If ¢ is continuous and increasing in each
argument, x(1,...,1) =1 and 0 is the absorbent element
of *, then for all collection of elements {[a;,b;] € K}, we
have

/<*-,¢( [alabl]a"'7 [anvbn] ) = [‘P(al7---aan>7¢(bnv"'vb")} )

where [¢(ay,...,an),9(bp,....,by)] € 1([0,1]). That is,
As,¢ is closed on K.

ifu>0.8 andv > 0.8,
otherwise.

Remark 3. There are cases in which ¢ is not con-
tinuous, although all other conditions in Proposition 7
are fulfilled, and A,y is not closed on K. For exam-
ple, let x any t-norm. And let us consider the non-
continuous t-norm ¢ which was given in Remark 1.

Then, ¢([0,1],]0.3,0.7) ) = g, where g € M is

(x) = 1, ifx=0 or x€[0.3,0.7]
§WX) = 0, otherwise .

Note that g ¢ K.

Corollary 1. Let a; € J, for all i = 1,...,n. Under the
same conditions as in Proposition 7, we have
Awoldr,...,dy) =€, where e=¢(ay,...,a,) €[0,1].
That is, <, is closed on J

Corollary 2. Let ¢ be a continuous binary operator, in-
creasing in each argument, with neutral and absorbent
elements 1 and 0, respectively, and let x be a binary op-
erator, with x(1,1) = 1 and absorbent element 0. Then

A40((0,1],[a,b]) = [0,b].

Remark 4. There are cases in which ¢ is not contin-
uous, although all other conditions in Corollary 2 are
fulfilled, and the conclusion in that proposition is not
satisfied (see Remark 3).

Corollary 3. Let ¢ binary, continuous, increasing in
each argument, with O and 1 as neutral and absorbent
elements, respectively, and let x binary, with x(1,1) =1
and absorbent element 0. Then

/<*7¢([07 1]7 [a,b]) = [a7 1]‘
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Let us now see the case in which the arguments of the
operator £, ¢ are general (not necessarily closed) inter-
vals.

Proposition 8. Let /a;,b;/ be, for all i = 1,...,n, the
characteristic function of an interval. Under the same
conditions as in the Proposition 7, we have

If /a;,b;/ =0 (empty set), for some i ,
A( Ja1,b1/,-.., /an,by/ ) = 0.

If /a;,b;/ #0, foralli, then
/<( /Cll,b]/,...,/a,,“bn/ )
:/¢(a1a"'7an)’ ¢(b1a7bn)/7é0 (non_emptY) .

Proposition 9. Let ¢ continuous and increasing in each
argument, and x increasing in each argument, with ab-
sorbent element 0, and %(1,...,1) = 1, then K, 4 is
closed on L*.

If, in addition, * is continuous at the point (1,...,1),
Ao 1s closed on L.

then

Remark 5. There are cases in which « is not continuous
at (1,...,1), although all other conditions in Proposition
9 are fulfilled, and <, ¢ is not closed on L. See Remark
2.

Also, there are cases in which ¢ is not continuous, al-
though all other conditions in Proposition 9 are fulfilled,
and A, 4 is closed neither on L nor on L*. See the ex-
ample in Remark 3.

Let study the increase in each argument of the opera-
tor £, ¢, with respect to the partial order of L.

Proposition 10. Under the same conditions as in the
Proposition 9, £, 4 is increasing in each argument on
L*, respect to the partial order of L.

In addition, if % is continuous at the point (1,...,1) €
[0,1]", A, is increasing in each argument on L, re-
spect to the partial order of L.

From the previous results, it is direct to obtain the fol-
lowing Proposition.

Proposition 11. Let ¢ be a continuous n-ary aggre-
gation operator on [0,1]. And x an n-ary operator
with absorbent element 0, increasing in each argument
and such that x(1,...,1) = 1. Then K, 4 is an n-ary
aggregation operator on L*.

If, in addition, x is continuous at the point
(1,...,1) € [0,1]", then A,y is an m-ary aggrega-
tion operator on L.

Example 2. i) If ¢ is any binary and continuous aggre-
gation operator on [0,1] and * is a t-norm on [0, 1], con-
tinuous at (1,1), then £, 4 is an aggregation operator on
L.

ii) If ¢ is any binary and continuous aggregation opera-
tor on [0,1], and « is the binary operation, which is not a
t-norm:

() = {udv,

then £, 4 is a binary aggregation operator on L.

ifu>0.9 and v>0.9,
otherwise.



iii) If ¢ is any continuous binary aggregation operator
on [0,1] and x is a t-norm on [0,1], then £, ¢ is a binary
aggregation operator on L*.

iv) If ¢ is any binary and continuous aggregation opera-
tor on [0,1], and * is the binary operation, which is not a
t-norm:

{1, ifu=1and v=1,
*(u,v) =

0, otherwise,

then £, ¢ is a binary aggregation operator on L*.

4. Other aggregation operators on M

In this section we present other operators different to
those obtained from the Zadeh’s extension principle, and
study the conditions under which they are aggregation
operators.

Definition 16. Let ¢ : [0,1]" — [0, 1], an n-ary aggrega-
tion operator on [0,1]. We define the n-ary operators on
M, x5 :M" = Mand x§:M" =M, as

x"%(fl""’f”)(x):{< (?( ),fL( ) .
1(x) if f=1Vi

X5 (fiy e ) () = {q)(fﬂx),...,ff(x)) otherwise. ’
where x € [0,1] and fi,..., f, € M.

Proposition 12. xé is an aggregation operator on (M,
=), and xg is an aggregation operator on (M, C).

Proof. Remember that 0 and 0 (0(x) = 0, for all x)
are, respectively, the minimun and maximum of (M, <).
Also, 0 and 1 are, respectively, the minimun and maxi-
mum of the poset (M, C).

Let us prove that xq% is an aggregation operator on (M,
=), and xg is an aggregation operator on (M, C, accord-
ing to Definition 14.

Firstly, the boundary conditions are fulfilled, that is :

%5(0,...,0) =0,
%5(0,...,0) =0,
%4 (0,...,0) =0,
2510, T) =1,

We now study the increase in each argument of xé in
the poset (M, <). We should prove that if f; < g;, then

X$(f177fn) = Xq%(g17~~~7gn)7

that is, according to Theorem 1,

(5 (815-w0,8n) () AL (fis ooy fu) ()

<5 (815 +-8) (%) < (5 (1, fu) (x))F for all x.

Two cases can hold: i) f; =0 Vi. In this case,

x‘%(fl,...,f,,) =0= xdf(g],...,gn), as 0 is the minimum
in (M, <),

ii) f; # 0, for some j, and so g; # 0 for this
J. In this case, xg(fi,-fu)(x) = ¢(fF(x), .., fir(x)),

and xé(gl,...7g,,)(x) = ¢(gk(x),...,gk(x)). We have to
prove that

(@ (g7 (x), -, n (N AL (), .o, fir (1)

<¢(g1() - 8n x) ( ( )’ 7fn(x)>

t )"
O(ff(x),-.. f (x)) and (g (), >gn( ) are increas-
ing, and so (¢ (ff(X% ,fL() O(fT(x), - fr ()
and (9 (g7 (x), ...z (x)))" = 9 (g L), ... (X))
Asﬁjg,,newlyby Theorem 1, 1tls (fingh)<gi<fr
Then we deduce that gf < (fF)F = fF, and
as ¢ 1is increasing in each argument, we ob-
tain O(gh(x), . gh () A O(FEX) o fE(R) <
P(gh(x),.n8h (X)) < O(FE(), s fE(X)).  There-
fore, xé is increasing on each argument in the poset (M,
).

for all x.

Likewise we can obtain that xg is increasing on each
argument in the poset (M, C).
O

Remark 6. xé is not an aggregation operator on (M,C),
as, in general, is not increasing.
In fact, let us consider the functions in the figure 5 a)

a) b)
Figure 5: counterexamples for Remarks 6 and 7

andlet =g, =1.

We have f; C g1, 1 C 1. Taking any strictly increasing
function ¢, we have

(x5 (f1.£2))7(0.5) = o (f{ (1), f5(1)) = 9(0.5,1)
‘7’(81(0 5)782( 5))=¢(1,0)

O (f1(0.5), £5(0.5)) = ¢(0.5,0)

0(0.5,1) A9(1,0) £ $(0.5,0), and so
(7(¢(f1af2))R/\%¢ 81,82 ﬁ%q} fl,fz)

Remark 7. Furthermore, )(qlf is not an aggregation op-
erator on (M, <).

In fact, let us consider the functions in the figure 5 b)
and let f» = g, = 0.

We have g < fi, 0 < 0. Taking any strictly increasing
function ¢, we have

(x5 (f1,£2))7(0.5) = ¢ (f(0), £5(0)) = 9(0.5,1)
9(57(0.5).85(0.5)) = 9(1,0)

9(F(0.5), /(0.5)) = 6(0.5,0)

$(0.5,1) A9(1,0) £ ¢(0.5,0), and so

(X (i ) A2 (21,82) £ 28 (fi, /o)



Proposition 13. x/ and y are closed in L.

Proof. If f; =0V, itis x5 (f1,....,/n) =0 € L.

# 0, for some i, then xé(fl,...,fn)(x) =

is increasing, and so for all
oo fr () < U)o S (9) <
Then  @(f{(y),.... [y (v)) =
L(2),.... fE(z)), and xé is

\%

convex.

Furthermore, as f; € L Vi, we have fiL (1) =1Vi, and

X5 (fsees f) (D) = () fr(1) = 0(1, o 1) = 1.
That is, xq% is normal, and even strongly normal.
Likewise we can see that xg is closed in L.
O

Proposition 14. y{ and x; are aggregation operators
on (L, <).

Proof. The closure in L was proved in Proposition 13.

Besides, in L, CT==, and so, according to Proposition
12, xé and xg are increasing in each argument on (L,

).

Moreover,  xg(1,...1)(x) = ¢(1*(x),....T"(x)) =
o(1(x),....,1(x)) = T() for all x, as 1 = 1f,
¢(1,...71)—lan 9(0,...,0) =0.

Likewise, (, L50)(x) = o(0F(x),...,0R(x)) =
qb((_)(x)7...,(_)(x)) = 0(x), for all x, as 0 = OX,
¢(1,...,1) =1, and ¢(0,...,0) = 0.

Finally, the other two boundary properties were
obtained in the proof of the Proposition 12. O

Remark 8. These operators x4 and g, are different
to the aggregation operators on L, obtained with £, ¢,
because the later are closed in J, whereas xé and xg are
not.

5. Conclusions

In this paper we have defined aggregation operators on
any partially ordered and bounded set. Applying the
Zadeh’s extension principle, we have proposed a family
of operators on (M, L,M,0,1,C, <) more general than
those given by Z. Takac in [16], and we have studied
under which conditions they are aggregation operators
on L. Furthermore, we have obtained through a very
different way, other aggregation operators on L and on
M.

Future work will focus on obtaining new aggregation
operators on L or on M, by other methods.
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