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Abstract  

The introduction of Resource Description Framework 
(RDF) as a fundamental data representation format of 
Semantic Web is changing a way how data is stored on 
the Internet. The intrinsic features of RDF data, i.e., its 
interconnections and simplicity of expressing infor-
mation as triples: two entities connected by a property, 
provide new possibilities of analyzing and absorbing 
information. The extended format of participatory 
learning methodology based on propositions is an at-
tractive way of integrating new knowledge. It mimics a 
human-like way of accepting new facts, expressed as 
propositions, that could be in contradiction with already 
known facts. 
This paper proposes a method of application of partici-
patory learning to integrate RDF triples collected on the 
web. The approach presented here includes the concept 
of conjunctive and disjunctive variables. The learning 
process is presented, and a simple case study is provid-
ed. 

Keywords: participatory learning, RDF triples, con-
junctive and disjunctive variables, information assimila-
tion, Linked Open Data, Semantic Web 

1. Introduction 

The concept of Semantic Web [1,7] has been introduced 
as a new paradigm of storing and utilizing data on the 
web. The primary data representation format used by 
the Semantic Web is ontology [4]. Ontology is a set of 
concepts in a specific domain, together with their de-
tailed definitions, ordered in a hierarchical way. A fun-
damental building block of any ontology-based repre-
sentation is Resource Description Framework – RDF 
[15]. At the same time, RDF becomes a basic element 
of Linked Open Data (LOD) paradigm [2]. In LOD, all 
the information is represented as a vast network of in-
terconnected RDF triples.  

An RDF triple contains three elements: <subject-
property-object>. A <subject- > is an element that a 
particular piece of information is about, an < -object> is 
an element that describes the <subject- >, and a < -
property- > indicates relationship between the < sub-
ject- > and the < -object> of a given triple. There are no 
restrictions on the type of items that can be used as sub-
jects, objects, and properties. In general, a set of triples 
with the same subject in each triple constitutes a de-

scription of an entity associated with the subject. This 
means that any entity represented by RDF triples can be 
perceived as a set of triples where each of them pro-
vides a piece of the description: < -property-object>. 

Processes of gathering information and learning in 
the LOD (RDF environment) require collecting and 
merging RDF descriptions of entities.  Variety of 
sources with RDF triples results in different quantity 
and quality of triples defining the same entity. Some of 
the sources could have extensive descriptions contain-
ing many triples for each entity, some sources could 
have new versions of triples (descriptions), yet some 
other sources could have different triples, as well as tri-
ples conveying different – even contradicting – facts. 
Therefore, it is important to have a mechanism mimick-
ing a human way of determining if collected pieces of 
RDF information should be accepted or not, and if not – 
how many instances of different information should a 
system encounter before it “changes its attitude” and 
accepts new, different information. 

This paper addresses this issue and proposes appli-
cation of participatory learning [11-13] and the concept 
of conjunctive and disjunctive variables [8-10] to de-
velop a mechanism of accumulating information en-
countered on the web. The contributions of the paper 
are: 
- identification of two types of features: conjunctive 

and disjunctive, in feature-based RDF descriptions 
of entities: (Section 3.2); 

- representing RDF triples as propositions and appli-
cation of participatory learning, extended to include 
conjunctive and disjunctive based propositions, in a 
process of integrating RDF-based descriptions (Sec-
tion 4);  

- proposing, generally, a concept of human-like in-
formation accumulating processes where collecting 
and integrating information is performed in a com-
mon-sense way where accepting new facts found on 
the web occurs in reference to the current state of 
knowledge, with careful and prudent assimilation of 
new and contradicting pieces of information.  

2. Background 

2.1. RDF 

A single RDF-triple <subject-property-object> can be 
perceived as a feature of an entity identified by the sub-
ject. In other words, each single triple is a feature of its 
subject. Multiple triples with the same subject consti-
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tute a definition of a given entity. A simple illustration 
of this is shown in Fig. 1. It is a definition of the city 
Berkeley. If we “think graphically” about it, a definition 
of entity resembles a star.  

Quite often a subject and object of one triple can be 
involved in multiple other triples, i.e., they can be ob-
jects or subjects of other triples. In such a case, multiple 
definitions – RDF-stars – can share features, or some 
features can be centers of another RDF-stars. Such in-
terconnected triples constitute a network of interleaving 
definitions of entities.  

A description of the same entity can exist in multi-
ple places on the web. We can state that collecting such 
sets of RDFs can be perceived as a learning process. In 
such a case, accumulating descriptions of one and the 
same entity is equivalent to a repetitive process of ac-
quiring information and eventually gaining confidence 
in gathered descriptions, i.e., RDF triples. This idea is a 
pivotal aspect of the learning approach described here. 
It enables a gradual learning, and leads to a strong be-
lief in individual triples. As the result the information 
about an entity is composed of triples associated with 
different levels of confidence. And all this depends on a 
process of assimilating new information. 

country

Berkeley

United Statescity

69.7

type

mayHighF

place
type

49.4
mayLowF

Health_Initiative_of_the_Americas

locationOf

UC_Berkeley_School_of_Law

cityOf

University_of_California,_Berkeley

cityOf

Pacific Time Zone

timezone

Places_established
in 1850s

subject

Cities in the San Francisco
Bay Area

subject

Tom Bates
LeaderName

California

isPartOf

Mathematical_Sciences_Publishers

headquartersOf

94701

postalCode

Alameda County
California

isPartOf

Sybase

foundation
PlaceOf

 
 
Fig. 1: RDF-based description of Berkeley 

 

2.2. Participatory Learning of Propositional 
Knowledge 

The participatory learning has been proposed as a learn-
ing paradigm suitable for accruing new data and infor-
mation in the presence of existing knowledge base, i.e., 
in the presence of data and information that have been 
already learned and believed in [11,12]. It has been ap-
plied in multiple applications [5,6], and recently, it has 
been extended to the environment in which learnt in-
formation and knowledge is expressed in terms of de-
clarative statements [13]. 
 The participatory learning is based on the premise 
that learning is not context free. Every aspect of any 
learning process fully depends on already known in-
formation. The central idea is that new information – in 
order to be useful and contribute to the overall body of 
knowledge – has to have some degree of compatibil-
ity/consistency with already known information. Before 
it is accepted, new information is being assessed, i.e., 
its compatibility with the known information is deter-
mined. If a degree of compatibility is high, the new in-
formation is integrated, if its compatibility is low – the 

information is not added to the existing knowledge 
base. However, the process of discarding new infor-
mation is being monitored. A special mechanism called 
“arousal” is used to conclude if there is something 
wrong with the known information, and a “radical” 
change should occur. The arousal mechanism provides 
a way of accepting information that is incompatible 
with the current information and that should be discard-
ed because it is very likely that it is incorrect. For de-
tails, see [11-12]. 
 The same process is followed in a version of partic-
ipatory learning for knowledge expressed in the form of 
propositions [13].  Let us assume the knowledge base – 
KB – contains a number of propositions: 
 

  Pi :Vi  is Si  and   KB ={P1, P2 ,..., Pk}  
 
where Si is a subset defined on Vi. A consistency of 
knowledge base is determined based on the conjunction 
of the propositions:   Con(KB) = P1 ∩ P2 ∩ ...∩ Pk . The 
base is consistent   Con(KB) ≠ ∅ if there exists some in-
terpretation that satisfies all propositions.  
 New information is also represented in a similar 
way:  
 

  
Pj

N :Vj  is S j and   
N KB ={P1, P2 ,..., Pm}  

 
and its consistency is determined based on the conjunc-
tion of propositions. 
 In general, propositions could be equipped with lev-
els of certainty: 
 

  Pi :Vi  is Si  is α i − certain  
 
that represent levels of belief in their exactness.  
 According to Zadeh’s theory of approximate reason-
ing [14] we can transform such propositions into their 
equivalent non-qualified form: 
 

  Pi :Vi  is Si  is α − certain⇒Vi  is Fi  

  Fi (x) = max(Si (x),(1−α i )) = Si (x)∨ (1−α i )  
 
where x’s are elements of the variable Vi defined on the 
domain X. We note that Dubois and Prade [3] codified 
many of these ideas and provided a weighted deductive 
logic that they called possibility logic.  
 An essential part of participatory learning is to de-
termine a degree of compatibility (Comp()) between the 
known knowledge KB and the new knowledge NKB.   
 

  
Comp(KB, N KB) = ρ = Con(KB∪ N KB)

Con(KB)
 

 
As it can be seen, the compatibility depends on con-
sistency (Con(), see Section 4.2 for its definition) of in-
tegrated knowledge bases. A level of compatibility in-
fluences the whole process of accepting the new 
knowledge NKB. Besides a degree of compatibility ρ, 
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there is another parameter called arousal δ. This param-
eter is adjusted at the time new information is evaluat-
ed, and it echoes a history of “differences” between the 
known KB and the new NKB. A value closer to 1 indi-
cates “persistent differences” and implies that new in-
formation should be accepted while the known infor-
mation should be discard. Both, ρ and δ,  are updated 
when the new information is considered for integration. 
The arousal 
 

  δ
* = δ + (1−Con( N KB)) ⋅Con( N KB) ⋅β ⋅(1− ρ −δ )  

 
reflects a disagreement between the knowledge bases. It 
takes into account consistency of the new knowledge, 
its compatibility with the known base, and a learning 
rate β set up a priori and reflecting “quickness” of the 
whole learning process. The value of compatibility lev-
el is also adjusted: 

  ρ
+ = ρ ∨ (δ * ∧Con( N KB))  

 
 The assimilation process takes place according to 
the following formula: 
 

  KB* = (KB,1−δ *)∪ (KBN ,ρ + )  
 
In other words, each knowledge base has its own “cer-
tainty level”: 1-δ* for KB, and ρ+ for KBN. An integra-
tion process is performed once all propositions are “up-
dated” with respective certainty levels. See [13] for a 
detailed explanation of the learning, and Section 4 for 
details related to its application to RDF data. 
 
2.3. Disjunctive and Conjunctive Variables 

A closer look at variables’ features and their behavior 
allows us to identify two types of variables: disjunctive 
and conjunctive [8-10].  

A disjunctive variable is characterized by the fact 
that it can only assume one value in the base set. The 
set object associated with the value of a disjunctive var-
iable is indicative of some uncertainty, lack of specifici-
ty, in our knowledge about the variable's value. An ex-
ample of a disjunctive variable would be a person's 
weight, person’s age, or person’s father or mother. 

A conjunctive variable on the other hand allows for 
multiple solutions from the base set. In this case, the set 
associated with the value of such a variable is indicative 
of this multiplicity of solution. An example of a con-
junctive variable would be the friends of a person.  

Let us assume a set   S ={x1,x2 ,x3,x4} and two varia-
bles VD and VC disjunctive and conjunctive, respectively 
(NOTE: we will use superscript D to identify disjunc-
tive variables, and C for conjunctive variables). Then  

 

  Vi
D  is S  ↔Vi

D x1 or x2 or x3 or x4  

  Vi
C  are S  ↔Vi

C x1 and x2 and x3 and x4  
 

The details of the theory of conjunctive variables 
and its reasoning schemas are in [8-10]. 

3. RDF-based Description of Items 

3.1. RDF Features 

A very important aspect of utilization of RDF triples for 
entity representation is related to a feature-based meth-
od of defining an entity. Each RDF triple is perceived 
as a single feature of the entity. It means that a feature 
is composed of two elements: property and object. In 
other words, a property “defines” a type of relation be-
tween the subject and the object, and the object identi-
fies another entity or term (numerical value or string) 
that the subject is in relation with. A set of triples that 
share the same subject represents a set of features of 
this subject – a definition of entity.  

An example of a set of triples is shown in Fig. 1. All 
triples share the same object – Berkeley – and all of 
them constitute a description of the entity Berkeley. 
Some of the features of this entity are:  < -type-city> 
and < -type-place>, < -country-United States>, < -
ispartOf-California>, < -subject-places established in 
1850s>, and < -subject-cities in San Francisco Bay Ar-
ea>.  

If we take a closer look at the RDF description of 
the entity Berkeley, Fig. 1, we notice that a number of 
features have the same property. For example, features 
< -type-city> and < -type-place> have the same proper-
ty < -type- >. Such a scenario is quite normal in the 
case of RDF descriptions of entities. Similarly, this can 
be observed for the properties < -subject- >, < -cityOf- 
>, and < -isPartOf- >, as well as < -headquartersOf- >, 
and < -foundationPlaceOf- >. All these properties can 
be linked with multiple different objects/values. Other 
properties, like < -country- >, < -postalCode- > can be 
linked only with a single object/value.  

In general, an RDF description of an entity will have 
two types of properties: ones that can be linked with a 
single value only, and ones that can be linked with 
many values. 
 
3.2. RDF: Disjunctive and Conjunctive Features 

The feature-based RDF description of an entity, as ex-
plained in Section 3.1, provides us with an interesting 
and important notion of identifying two types of fea-
tures in RDF descriptions: conjunctive features, and 
disjunctive features. 

In Section 2.3, we have presented basic definitions 
and characteristics of both types of data. We can say 
that a feature-based RDF description has features that 
are “built” using the same property linked to different 
data – conjunctive features, and features that have to be 
linked only to a single value – disjunctive features. 
The real world examples of RDF descriptions of variety 
of different entities (taken from dbpedia.org) con-
firm such categorization of features. Some examples of 
conjunctive and disjunctive features are presented in 
Figs 2 and 3, respectively. 
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Berkeley

city
place

type

Health_Initiative_of_the_Americas

University_of_California,_Berkeley

cityOf

Places_established
in 1850s

Cities in the San Francisco
Bay Area

subject

California

headquartersOf

Alameda County
California

isPartOf

UC_Berkeley_School_of_Law

populated place

Lawerence_Hall_of_Science

locationOf

Berkeley_Electronic_Press
Mathematical_Sciences_Publishers Berkeley Systems

Sybase
Innovative Interfaces

foundation
PlaceOf

 
Fig. 2: RDF-based description – conjunctive features 
 
 

country

Berkeley

United States

69.7 mayHighF

49.4
mayLowF

1878-04-04

foundation date
Pacific Time Zone

timezone

Tom Bates
LeaderName

94701

postalCode

112580

population total

 
Fig. 3: RDF-based description – disjunctive features 
 

4. RDF and Participatory Learning 

4.1. RDF Triples as Propositions 

The ability to perceive a single feature of an entity as an 
RDF triple leads to a very important observation that 
becomes a basic idea of the application of participatory 
learning to RDF based data. We state that each RDF 
triple is a single proposition defined on the domain of 
values that the triple’s property can assume. For exam-
ple, a highlighted triple in Fig. 4  

Berkeley-country-United States 

can be expressed as a proposition with a fuzzy subset Si 

  
Pi :VBCountry  is Si :{ 1

US
, 0
other ValuesOf VBCountry

}  

where VBCountry is a variable, and US as its value is asso-
ciated with 1, while all other possible values of VBCountry 
have 0. This means that the Berkeley’s country is US. 

With such an approach, a set of RDF triples that de-
fines a given entity can be treated as a knowledge base 
with propositions denoting features of the entity.  
 

country

Berkeley

United Statescity

69.7

type

mayHighF

place
type

49.4
mayLowF

Health_Initiative_of_the_Americas

locationOf

UC_Berkeley_School_of_Law

cityOf

University_of_California,_Berkeley

cityOf

Pacific Time Zone

timezone

Places_established
in 1850s

subject

Cities in the San Francisco
Bay Area

subject

Tom Bates
LeaderName

California

   isPartOf

Mathematical_Sciences_Publishers

headquartersOf

94701

postalCode

Alameda County
California

isPartOf

Sybase

foundation
PlaceOf

 
 
Fig. 4: RDF triples as propositions about Berkeley 
 

Due to the fact that an RDF description of entity can 
have both disjunctive and conjunctive types of varia-
bles, we can distinguish two types of propositions de-

scribing the entity. The propositions built using disjunc-
tive variables VD that can have only one value, for ex-
ample propositions built based on properties: <Leader-
Name>, <Country>, <Timezone>, Fig. 2; and proposi-
tions with conjunctive variables VC – the ones with 
properties: <subject>, <type>, <cityOf>, Fig 3. A few 
examples: 

  
Pj

D :VBCountry
D  is S j

D ={ 1
US

, 0
otherValuesOfVBCountry

}  

where the variable 
 
VBCountry

D can assume a single value 
from a set of countries; 

  
Pn

C :VBType
C  is Sn

C ={ 1
city

, 1
place

, 0
other ValuesOf VBType

}  

where the variable 
 
VBType

C can assume multiple values 
form a set of possible types. 
 
4.2. Participatory Learning with RDF Data 

As it has been stated earlier, the idea of application of 
participatory learning is based on a simple concept of 
treating a set of RDF triples – a description of an entity 
– as a knowledge base. Therefore, the RDF triples al-
ready known are the known knowledge base KB, while 
a set of triples about an entity that has been acquired 
from the web is perceived as new information, a new 
knowledge base NKB. Fig. 5 shows possible differences 
between already known and new descriptions of the 
same entity. 

The participatory learning process applied to RDF 
data requires some modifications and adjustments due 
to existence of two types of variables. The most signifi-
cant alternation of the original learning method is relat-
ed to a process of determining consistency and compat-
ibility of known and new knowledge bases. This pro-
cess is done using only propositions built on disjunctive 
variables. Once consistency and compatibility values 
are calculated, the assimilation of new information is 
performed. It includes, of course, propositions with 
both types of variables. 
 

country

Berkeley
(KB)

United Statescity

69.7

type

mayHighF

place
type

49.4
mayLowF

Health_Initiative_of_the_Americas

locationOf

UC_Berkeley_School_of_Law

cityOf

University_of_California,_Berkeley

cityOf

Pacific Time Zone

timezone

Places_established
in 1850ssubject

Cities in the San Francisco
Bay Area

subject

Tom Bates
LeaderName

California

isPartOf

Mathematical_Sciences_Publishers

headquartersOf

94701

postalCode

Alameda County
California

isPartOf

Sybase

foundation
PlaceOf

country

Berkeley
(NKB)

United Statescity

72.1

type

mayHighF

place
type

49.4
mayLowF

Goldman_School_of_Public_Policy

cityOf

University_of_California,_Berkeley

cityOf Pacific Time Zone

timezone

Places_established
in 1850ssubject

Cities in the San Francisco
Bay Area

subject

Tom Bates
LeaderName

California

isPartOf

Mathematical_Sciences_Publishers

headquartersOf

94701

postalCode

Alameda County
California

isPartOf

Sybase

foundation
PlaceOf

(different then in KB)

(not present in NKB)

(not present in KB)

 
 
Fig. 5: Possible differences between descriptions of the same 
entity between KB and NKB 
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Let us take a look at a formal description of the par-
ticipatory learning in the environment of RDF triples. 
This description allow us to show detailed processes of 
determining consistencies, compatibilities, and a mech-
anism of combining both knowledge bases, i.e., sets of 
RDF triples. 

Let a known knowledge base, KB, be a set of two 
types of propositions built based on two types of varia-
bles: disjunctive variables (NOTE: we will use the sub-
script i for disjunctive based propositions)   

 

  Pi
D :Vi

D  is Si  is α i − certain  
 
and conjunctive based propositions (NOTE: we will use 
the subscript n for conjunctive based propositions)   
 

  Pn
C :Vn

C  is Sn  is α n − certain  
 
They can be represented as equivalent propositions: 
 

  

Pi
D :Vi

D  is [Fi (xi
D ) = Max(Si (xi

D ),(1−α i ))]

Pn
C :Vn

C  is [Fn(xn
C ) = Min(Sn(xn

C ),α n )]
       (1) 

 
where  xi

D ∈Xi
D , and  Xi

D  is a domain of disjunctive 

variable  Vi
D , while xn

C ∈Xn
C  is a variable from a do-

main of conjunctive variable  Vn
C . 

 The consistency of the KB is determined only based 
on propositions built on disjunctive variables. So: 
 

  

Con(KB) = Con(KBD−only )
= Min{Max

X1
D

[F1(x1
D )], ..., Max

Xi
D

[Fi (xi
D )],...} (2a) 

  
 The same approach is used for representing a new 
knowledge base and its consistency: 
 

  

N Pp
D :Vp

D  is N Fp (xp
D ) = Max( N Sp (xp

D ),(1−α p ))
N Pq

C :Vq
C  is N Fq (xq

C ) = Min( N Sq (xq
C ),α q )

 

 
(NOTE: for the new knowledge base we will use the 
subscript p for disjunctive based propositions, and q for 
conjunctive based propositions) 
   

  

Con( N KB) = Con( N KBD−only )
= Min{Max

X1
D

[ N F1(x1
D )], ..., Max

X p
D

[ N Fp (xp
D )],...}   (2b) 

 
 Right now, we can determine a compatibility level ρ 
between known and new knowledge based: 
 

  
Comp(KB) = Con(KBD−only ∪ N KBD−only )

Con(KBD−only )
= ρ      (3) 

where 
 

  

Con(KBD−only ∪ N KBD−only ) =
= Min{

if Xi
D = X p

D :

Max
Xi

D
[Fi (xi

D )∧ N Fp (xp
D )] 

,...,
otherwise:

Max
Xi

D
[Fi (xi

D )] 

Max
X p

D
[ N Fp (xp

D )] 

,...}

         (3a) 

 
As we can see, the consistency of a combined sets of 
propositions, i.e.,  KBD−only ∪ N KBD−only , is determined 
by finding the maximum of intersection of fuzzy sets on 
the same domain. Now we are ready to modify two pa-
rameters: compatibility ratio ρ and arousal δ.  
 

  

δ * = δ + (1−Con( N KBD−only )) ⋅Con( N KBD−only )
⋅β ⋅((1− ρ)−δ )

  (4) 

 
where β is a learning rate set up for the whole learning 
process, and 
 

  ρ
+ = ρ ∨ (δ * ∧Con( N KBD−only ))           (5) 

 
Once we determine the values of δ∗ and ρ+ we can com-
bine the known and new knowledge bases. The new, 
update knowledge base is built using the following ap-
proach: 
 

  KB* = (KB,(1−δ *))∪ ( N KB,ρ + )              (6) 
 
 At the time both knowledge bases are integrated, 
propositions that use disjunctive variables and proposi-
tions with conjunctive variables are combined.  
 
4.3. Integration of Knowledge Bases: Special Cases  

 An interesting aspect of the integration process is 
related to how the propositions are modified before the 
bases are merged. If we look at each side of the union 
(Eq. 6), propositions of each base are “augmented”: KB 
by a value related to arousal δ∗, and NKB by the compat-
ibility value ρ+. This process can be represented in the 
following way: 
 

  

KB* = (KB,(1−δ *))∪ ( N KB,ρ + )

= (Fi (x)∨δ *)∧ ( N Fp (x)∨ (1− ρ + )) for disjunctive var.

= (Fn(x)∧ (1−δ *))∨ ( N Fq (x)∧ ρ + ) for conjunctive var.

 

  
 Let us take a look at different cases, i.e., situations 
in which both bases are fully compatible, and not com-
patible, as well as different values of arousal. If the ba-
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ses are fully compatible, i.e., ρ+ = 1, and the arousal δ∗ 
= 0, then 
 

 

  

KB* = (KB,(1−δ *))∪ ( N KB,ρ + )

= Fi (x)∧ N Fp (x) for disjunctive var.

= Fn(x)∨ N Fq (x) for conjunctive var.

        (6a) 

 
 As we can see, the situation of full compatibility of 
known and new knowledge bases and low value of 
arousal means even if we and-ing and or-ing pieces of 
information, the known base does not change. If we 
consider a situation with full compatibility but with the 
value of δ∗ = 1 then 
 

  

KB* = (KB,(1−δ *))∪ ( N KB,ρ + )

= N Fp (x) for disjunctive var.

= N Fq (x) for conjunctive var.

           (6b) 

 
In such a case, the new knowledge base replaces what is 
know.  
 If the bases are not compatible, i.e., ρ = 0, so 

  ρ
+ = δ * ∧Con( N KBD−only ) . In the case the arousal is δ∗ 

= 0, then 
 

  

KB* = (KB,(1−δ *))∪ ( N KB,ρ + )
= Fi (x) for disjunctive var.

= Fn(x) for conjunctive var.

         (6c) 

 
This means that the new knowledge base is discarded – 
it is not compatible, and the arousal level does not allow 
for its assimilation, even if what is known and what has 
been found do not much – in other words, we are not 
convinced that the known knowledge should be re-
placed with a new information. 
 This situation changes if the value of arousal is δ∗ = 
1. Now, the new information is accepted – however, it 
is altered via the level of its consistency.  
 

  

KB* = (KB,(1−δ *))∪ ( N KB,ρ + )

= ( N Fp (x)∨ (1−Con( N KBD−only )) for disjunctive v.

= ( N Fq (x)∧Con( N KBD−only )) for conjunctive var.

(6d) 

5. Case Study 

In our case study we would like to illustrate the applica-
tion of participatory learning in a simple scenario of a 
small set of RDF triples that represent features of the 
city Berkeley. The knowledge base KB that contains 
these triples and propositions built based on them is 
presented below: 
 
P1: Berkeley type City 

  
P1 :VBType

C  is 1
VBType

C = City

⎧
⎨
⎪

⎩⎪
, 0
VBType

C = other

⎫
⎬
⎪

⎭⎪
α1 = 1.0  

P2: Berkeley type Place 

  
P2 :VBType

C  is 1
VBType

C = Place

⎧
⎨
⎪

⎩⎪
, 0
VBType

C = other

⎫
⎬
⎪

⎭⎪
α 2 = 1.0  

 
P3: Berkeley postalCode 94701 

  
P3 :VBPCode

D  is 1
VBPCode

D = 94701
⎧
⎨
⎪

⎩⎪
, 0
VBPCode

D = other

⎫
⎬
⎪

⎭⎪
α3 = 1.0  

 
P4: Berkeley MayHighTemperature 96.7 

  
P4 :VBHTemp

D  is 1
VBHTemp

D = 96.7

⎧
⎨
⎪

⎩⎪
, 0
VBHTemp

D = other

⎫
⎬
⎪

⎭⎪
α 4 = 1.0  

  
 KB contains two propositions P1 and P2 that are 
built on the conjunctive variable 

 
VBType

C , and two propo-

sitions P3 and P4 with disjunctive variables  VBPCode
D  and 

 
VBHTemp

D , respectively. In order to illustrate the process 
of integrating new information in relevance to the pos-
sible scenarios from Section 4.3, we assume that a level 
of certainty is 1.0 for each proposition, and the arousal 
δ is set up to 1.0. This mimics a scenario of high confi-
dences in the known information, as well as high will-
ingness to assimilate new information. The values of 
certainty levels α equal to 1.0 mean that the equivalent 
propositions are the same as the original propositions 
(see Eq. 1).  
 
5.1. Scenario A: Assimilation of Information We 

Already Know 

The first scenario is an example of an attempt to assimi-
late information that is already in the knowledge base 
KB. A set of new RDF triples, called hereafter KBA, 
contains just three triples shown below with the propo-
sitions: 
 
KBA: 
 
PA1: Berkeley type City 

  
PA1 :VBType

C  is 1
VBType

C = City

⎧
⎨
⎪

⎩⎪
, 0
VBType

C = other

⎫
⎬
⎪

⎭⎪
α A1 = 0.5  

PA2: Berkeley type PopulatedPlace 

  
PA2 :VBType

C  is 1
VBType

C = PPlace

⎧
⎨
⎪

⎩⎪
, 0
VBType

C = other

⎫
⎬
⎪

⎭⎪
α A2 = 0.5  

PA3: Berkeley postalCode 94701 

  
PA3 :VBPCode

D  is 1
VBPCode

D = 94701
⎧
⎨
⎪

⎩⎪
, 0
VBPCode

D = other

⎫
⎬
⎪

⎭⎪
α A3 = 0.5

 
The assumption about the levels of certainty – the 

value of 0.5 – reflects a partial belief in the triples. In 
the first step we build equivalent propositions (Eq. 1):  
 

  
PA1 :VBType

C  is 0.5
VBType

C = City

⎧
⎨
⎪

⎩⎪
, 0.5
VBType

C = other

⎫
⎬
⎪

⎭⎪
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PA2 :VBType

C  is 0.5
VBType

C = PPlace

⎧
⎨
⎪

⎩⎪
, 0.5
VBType

C = other

⎫
⎬
⎪

⎭⎪
 

  
PA3 :VBPCode

D  is 1
VBPCode

D = 94701
⎧
⎨
⎪

⎩⎪
, 0.5
VBPCode

D = other

⎫
⎬
⎪

⎭⎪
 

 
At this stage we calculate the consistency of KBA based 
on the disjunctive proposition (Eq. 2b): 
 

  Con(KBA) = Con(PA3) = 1.0 , 
 
and its compatibility with the knowledge base KB (Eq. 
3a): 
 

  
Com(KB / KBA) =

Con(KBD−only ∪ KBA
D−only )

Con(KBD−only )
= ρ = 1.0  

 
This means that both bases contain the same infor-
mation. The updated value of δ* (Eq. 4) is: 
 

  

δ * = δ + (1−Con(KBA
D−only )) ⋅Con(KBA

D−only )
⋅β ⋅((1− ρ)−δ ) = δ = 1.0

 

 
where β is a learning rate set up to 1.0. The modified 
compatibility rate ρ+ (Eq. 5) is: 
 

  ρ
+ = ρ ∨ (δ * ∧Con(KBA

D−only )) = ρ = 1.0 . 
 
With such values of the compatibility rate and arousal, 
the new KB* composed of KB and KBA is (Eq. 6b): 
 

  

KB* = (KB,(1−δ *))∪ (KBA,ρ + )

= (Fi (x)∨δ *)∧ ( N Fp (x)∨ (1− ρ + )) for disjunctive var.

= (Fn(x)∧ (1−δ *))∨ ( N Fq (x)∧ ρ + ) for conjunctive var.

so
= (Fi (x)∨1.0)∧ (FA,p (x)∨ 0.0) for disjunctive var.

= (Fn(x)∧ 0.0)∨ (FA,q (x)∧1.0) for conjunctive var.

 

 
what means that:  
 

  

KB* =
= FA,p (x) for disjunctive var.

= FA,q (x) for conjunctive var.

 

 
Because NKB and KB are fully compatible, the new in-
formation is assimilated but it does not add “anything 
new” when the triple PA1 replaces P1, and PA3 replaces 
P3. The only change is addition of the conjunctive-
based proposition PA2 not known before. 
 
 
 
 

5.2. Scenario B: Assimilation of Information that is 
in Conflict with What We Know 

This scenario involves the original knowledge base KB 
and two new RDF triples, named KBB. One of them – 
PB2 – is in a conflict with the triple (proposition) P4 
from the original KB.  
 
KBB: 
 
PB1: Berkeley type PopulatedPlace 

  
PB1 :VBType

C  is 1
VBType

C = PPlace

⎧
⎨
⎪

⎩⎪
, 0
VBType

C = other

⎫
⎬
⎪

⎭⎪
α B1 = 0.5  

 
PB2: Berkeley MayHighTemperature 98.1 

  
PB2 :VBHTemp

D  is 1
VBHTemp

D = 98.1

⎧
⎨
⎪

⎩⎪
, 0
VBHTemp

D = other

⎫
⎬
⎪

⎭⎪
α B2 = 0.5

 
Once the equivalent propositions are created, we calcu-
late the consistency of KBB based on the disjunctive 
proposition (Eq. 2b): 
 

  Con(KBB ) = Con(PB2 ) = 1.0 , 
 
The compatibility of KBB with the knowledge base KB 
(Eq. 3a) is: 
 

  
Comp(KB / KBB ) =

Con(KBD−only ∪ KBB
D−only )

Con(KBD−only )
= ρ = 0.0  

 
and this reflects the fact that the information carried by 
the disjunctive proposition PB2 of KBB is different when 
compared with P4 of KB. At the same time, the values 
of δ∗ (Eq. 4) and ρ+ (Eq 5) are: 
 

  

δ * = δ + (1−Con(KBB
D−only )) ⋅Con(KBB

D−only )
⋅β ⋅((1− ρ)−δ ) = δ = 1.0

 

 
where β = 1.0 
 

  ρ
+ = ρ ∨ (δ * ∧Con(KBB

D−only )) = Con(KBB
D−only )  

 
Overall, this leads to the following integration of both 
bases (Eq. 6d): 
 

  

KB* = (KB,(1−δ *))∪ (KBB ,ρ + )

= (Fi (x)∨δ *)∧ ( N Fp (x)∨ (1− ρ + )) for disjunctive var.

= (Fn(x)∧ (1−δ *))∨ ( N Fq (x)∧ ρ + ) for conjunctive var.

so

= FB,p (x)∨ (1−Con(KBB
D−only ) for disjunctive var.

= FB,q (x)∧Con(KBB
D−only ) for conjunctive var.

 

 
 
 

1626



The fact that the consistency of a new knowledge base  

  Con(KBB
D−only ) = 1.0 , means that 

  

KB* =
= FB,p (x) for disjunctive var.

= FB,q (x) for conjunctive var.

 

 
Therefore, the new and different piece of information is 
accepted, i.e., the “conflicting” triple (propositions) PB2 
replaces the triple P4.  

6. Conclusion 

The Resource Description Framework (RDF) per-
ceived as a data representation format in Linked Open 
Data that automatically interconnects pieces of infor-
mation and yet is simple, is a promising way of storing 
information. The simple translation of RDF triples into 
a propositional format creates an interesting opportunity 
to provide a new, more human-like method of accumu-
lating information, reason about it, and eventually cre-
ate knowledge. 

This paper proposes an approach of combining par-
ticipatory learning and conjunctive/disjunctive varia-
bles, and their application to integrating RDF-based 
propositions. The introduced method of aggregating 
propositions equipped with levels of belief in them, and 
a methodology of handling inconsistent pieces of in-
formation is illustrated here. 
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