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Abstract

In the research presented in the paper, we test the classification potential for different configurations of
the MMPI data used for nosological diagnosis of patients with mental disorders. Originally, each patient
is described by an MMPI profile consisting of a set of values of thirteen attributes (the so-called scales).
A profile can be extended by different specialized indexes defined in the professional domain literature.
Each created index has been proposed by practitioners and has a proper meaning from the clinical point
of view. Adding such indexes leads to the extension of the attribute space for cases to be classified. In the
paper, we present results of experiments with basic (original) and extended profiles.
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1. Introduction

We can distinguish two main tasks in building deci-
sion support systems in medicine. The first one is
to search for efficient and accurate methods of di-
agnostic classification of new cases (patients). The
second one is to extract the useful knowledge from
data which has the clinical meaning and interpreta-
tion, and that is important for diagnosticians. Our
research concerns psychometric data coming from
the Minnesota Multiphasic Personality Inventory
(MMPI) test '®. MMPI is one of the most frequently

used personality tests in clinical mental health as
well as psychopathology (mental and behavioral dis-
orders). The test builds upon multidimensional and
empirical presumptions. It was designed and pub-
lished first in 1943 in a questionnaire form by a psy-
chologist S.R. McKinley and neuropsychiatrist J.Ch.
Hathaway from the University of Minnesota. Later
the inventory was adapted in above fifty countries.

The MMPI-WISKAD personality inventory is a
Polish adaptation of the American inventory. The

test originally was translated by M. Choynowski (as
WIO) 3 and elaborated by Z. Pluzek (as WISKAD)
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in 1950 '8, The American norms were accepted
there. The clinical scales in the MMPI-WISKAD
are not the scales of clear symptoms, since the ques-
tions (items) simultaneously draw, in most cases,
upon several scales.

On the basis of the received responses (Yes, Can-
not Say, No) to selected questions we may make up a
total count for the subject being examined, measur-
ing obtained raw results against the reference and
clinical scales, as being directly related to specific
questions (items). The profile (graph) that is built
for such a case always has a fixed and invariable or-
der of its constituents as distributed on the scales:

« the validity part consists of three scales: L - the
scale of lying which is sensitive to all false state-
ments aiming at representing ourselves in a better
light, F - the scale which detects atypical and de-
viatory answers to all items in the test, K - the
scale which examines self defensive mechanisms
and detects subtler attempts of the subject being
screened at falsifying and aggravation.

« the clinical part: basic clinical scales have num-
bers attributed so that a profile can be encoded
to avoid negative connotations connected with the
names of scales: 1. (H p- Hypochondriasis), 2. (D
- Depression), 3. (Hy - Hysteria), 4. (Ps - Psycho-
pathic Deviate), 5. (M f Masculinity/Femininity),
6. (Pa - Paranoia), 7. (Pt - Psychastenia), 8. (Sc
- Schizophrenia), 9. (Ma - Hypomania), 0. (It
Social introversion).

In years 1998-1999, a team of researchers con-
sisting of W. Duch, T. Kucharski, J. Gomuta, R.
Adamczak created two independent rule systems de-
vised for the nosological diagnosis of patients that
may be screened with the MMPI-WISKAD test °.
In this paper, we continue research carried out by
that group. Our research is focused on creating a
new computer tool called Copernicus. It is a tool for
computer-aided diagnosis of mental disorders based
on personality inventories. The first version of this
tool has been presented in '!. The presented results
shall be helpful for selection of suitable approaches
and algorithms for this tool.

The rest of the paper is organized as follows.
Section 2 gives a brief description of data used in ex-
periments (profiles and added specialized indexes).

In section 3, computer tools used in experiments
are mentioned. We especially describe our tool -
the Copernicus system - created for effective and
specialized analysis of psychometric data to support
psychologists in diagnostic decision making. Exper-
iments performed by us are depicted in Section 4.
Finally, section 5 consists of some conclusions and
directions for the further work.

2. MMPI Data for Experiments

In case of the MMPI test, each case (patient)
x is described by a data vector a(x) consist-
ing of thirteen descriptive attributes: a(x) =
[ai(x),az(x),...,a13(x)]. If we have training data,
then to each case x we additionally add one decision
attribute d - a class to which a patient is classified.

In our research, we have obtained input data
which have classes (nosological types) assigned
to patients by specialists. Our data are catego-
rized according to 19 nosological classes plus the
reference (norm) class. Each class corresponds
to one of psychiatric nosological types: norm
(norm), neurosis (neur), psychopathy (psych), or-
ganic (org), schizophrenia (schiz), delusion syn-
drome (del.s), reactive psychosis (re.psy), para-
noia (paran), (sub)manic state (man.st), criminality
(crim), alcoholism (alcoh), drug addiction (drug),
simulation (simu), dissimulation (dissimu), and six
deviational answering styles (devl, dev2, dev3,
dev4, dev5, devb).

For the training data (which are used to learn or
extract relationships between data), we have a tab-
ular form (see example in Table 1) which is for-
mally called a decision system (decision table) S =
(U,A,d) in the Pawlak’s form 7. U is a set of cases
(patients), A is a set of descriptive attributes corre-
sponding to scales, and d is a decision attribute de-
termining a nosological type (class, category).

Attributes in A represent scales in the following
way: a; corresponds to the scale of laying L, a; cor-
responds to the scale of atypical and deviational an-
swers F, as corresponds to the scale of self defen-
sive mechanisms K, a4 corresponds to the scale of
Hypochondriasis (1.H p), as corresponds to the scale
of Depression (2.D), ag corresponds to the scale of
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Table 1: An input data for Copernicus (fragment)

Patient ID H ap ‘ a ‘ as ‘ as ‘ as ‘ ag ‘ a; ‘ as ‘ ag ‘ apo ‘ aip ‘ apn ‘ as H class ‘

#1 5565|150 |52|65|57[63|56|61| 61| 60| 51|59 | norm
#2 5073 |53 |56|73[63[53|61|53| 60|69 |45 61 org
#3 56 | 78 | 55|60 |59 |54 |67 |52|77| 56 | 60| 68 | 63 | paran

Hysteria (3.HYy), a7 corresponds to the scale of Psy-
chopathic Deviate (4.Ps), ag corresponds to the scale
of Masculinity/Femininity (5.Mc), ag corresponds
to the scale of Paranoia (6.Pa), ajg corresponds to
the scale of Psychasthenia (7.Pt), aj; corresponds to
the scale of Schizophrenia (8.5¢), a1, corresponds to
the scale of Hypomania (9.Ma), a3 corresponds to
the scale of Social introversion (0./t). Values of at-
tributes are expressed by the so-called T-scores. The
T-scores scale, which is traditionally attributed to
MMPI, represents the following parameters: offset
ranging from 0 to 100 T-scores, average equal to 50
T-scores, standard deviation equal to 10 T-scores.

Data can be represented in a graphical form
as the so-called MMPI profiles. The pro-
file always has a fixed and invariable order of
its constituents (attributes, scales). Let a pa-
tient x be described by the data vector a(x) =
[56,78,55,60,59,54,67,52,77,56,60,68,63]. Its
profile is shown in Figure 1.

The data set was collected by T. Kucharski and
J. Gomuta from the Psychological Outpatient Clinic.
The data for the analysis (i.e., profiles of patients)
were selected using the competent judge method
(the majority of two-thirds of votes of three experts).
The sample consists of over 1000 selected profiles of
women examined by means of the MMPI-WISKAD
test, split by this method into 19 nosological cate-
gories (and norm) mostly used by clinicians for the
differential psychiatric diagnosis. A number of pro-
files in each category is not the same (it seems to
be natural), but it satisfies condition for rule gener-
ation: at least 10 cases (profiles) for one attribute
(scale or index) in the attribute vector (space). It
enables us to extend the basic profile even to 100
attributes (13 scales plus 87 indexes). Such a ba-
sic profile extended by additional indexes or systems

of indexes is called multiprofile. In our research, a
basic profile is extended by 33 indexes. Different
combinations of scales constitute diagnostically im-
portant indexes (e.g., Gough’s, Goldberg’s, Watson-
Thomas’s, L’ Abate’s, Lovell’s indexes - see 7) and
systems of indexes (e.g., Diamond’s ®, Leary’s,
Eichmann’s, Petersen’s, Taulbee-Sisson’s, Butcher’s
4, Pancheri’s). They have been determined on the
basis of clinical and statistical analyses of many
patients’ profiles. All mentioned and some addi-
tional (e.g., the nosological difference-configuration
Gough-Phuzek’s system) indexes have been imple-
mented in the Copernicus system. All indexes are
visualized in the form of multiprofile or other charts.

Differential indexes Gy, G,, and G3 are called
the Goldberg’s indexes. Difference-descriptive in-
dexes D1, ..., D7 are based on combinations of the
most important and strongest (most credible) clini-
cal scales 1.Hp, 2.D, 3.Hy, 4.Ps, 6.Pa, 7.Pt, 8.Sc,
and 9.Ma. These indexes constitute the Diamond’s
diagnosis system. Indexes L; 4, Ly.p, Lij.a, Lyp differ-
entiating basic personality dimensions and indexes
Ly, ..., Lg differentiating and describing basic styles
of interpersonal functioning constitute the Leary’s
system. All indexes have been browsed, some of
them redefined and normalized to the range of 120
T-scores (i.e., the upper range of scales with the K
suppressor for the normalizing group). It helps in
visualizing the patient’s profile. Some indexes (La,
Ls) seem to be overestimated and they give over-
stated results in comparison to basic personality di-
mensions and the remaining styles of interpersonal
functioning. Below, we list all indexes used by us in
research presented in this paper.

Goldberg’s indexes:

e« Gi=Hp+2Ps—Ma,
e Go =2Ps—Hy—Sc,
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Figure 1: MMPI profile of a patient (example); suppressors +0.5K, +0.4K, +1K, +0.2K a correction value from
raw results of scale K added to raw results of selected clinical scales

o G3 = (L+Pa+Sc)—(Hy+Pt).
Diamond’s indexes:

= (D+Ma)/2,

. D2 = (Pt+Ps)/2,
= (Hy+Pa)/2,

. D4 = (Hp+Sc)/2,

e Ds=(Hy+Ps)/2,

. D6—(Hy—i—Ps+Ma)/3,
= (
= (
=

. D+Pt)/2,

. Ma+ Ps)/2,

. Hp+Hy)/2,

. = (Pa+Sc)/2,

. D11 = (Hp+D+Hy+Pt)/4,
e Diy = (Ps+Pa+Sc+Ma)/4,

(P
« Di3=(D+Hy+Hp)/3,
e Diy = (Pa+Pt+Sc)/3,
e Dis=(Ma+Ps+Pa+Sc)/4—(D+Pt+Hy+
Hp)/4,
e Dig=(D+Pt+Hy+Hp)/4,
e D7 = (Ma+Ps+Pa+Sc)/4.

A classical Diamond’s system has been extended
by the following indexes: impulsive behavior Ds,
behavior disturbances Dg, supervision of impulses
Dy, alack of supervision of impulses (the so-called
acting-out behavior) Diy, neurotism D3, psycho-
tism D14, social aggression Dys.

Leary’s indexes:

o Lia=(K+Hy)—(F+5c),
Ly = (K+Hy)/2— (F+50)/2,
o Lijjq=(Ma+Hp)— (D+Prt),
e Liyypy=(Ma+Hp)/2—(D+Pt)/2,
e Ly =(K+Ma)— (D+Pt),
. Lz— (K+Hp+Hy)/3)—((F+D+Pt+Sc)/4),
— (K+Hy) — (F +50),
. L4— (D+Hy~+Pt)/3,
o Ls=(D+Pt)/2,
. L6 = (F+D+Pt+Sc)/4,
= (F+Ps+Ma)/3,
= (Hp+Ma)— (D+Pr).

3. Tools for Experiments

In our experiments, we used the following software
tools:

o The Rough Set Exploration System (RSES) - a
software tool featuring a library of methods and
a graphical user interface supporting a variety of

rough set based computations !, 2,

o COPERNICUS - a computer tool created by the
authors for analysis of MMPI profiles of patients
with mental disorders !!

The Copernicus system supporting clinical psy-
chologists in differential and clinical diagnosis
based on the overall analysis of profiles of patients
examined by means of personality inventories is a
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tool designed for the Java platform. The main fea-
tures of the application are the following:

o Multiplatforming. Thanks to the Java technol-
ogy, the application works on various software
and hardware platforms. In the future, the tool
can be adapted for platforms available in mobile
devices (e.g. palmtops).

o User-friendly interface (see Figure 2). The inter-
face is designed in order to make the use of the ap-
plication in the medical environment possible. In
the future, proper editors will be designed on the
basis of defined domain ontologies for particular
diseases supporting entering data. It will elimi-
nate ambiguities in descriptions of cases (which
is especially important for qualitative data).

o The module of data visualization allows present-
ing data in a clear and comprehensible way (for
example, in a graphical way) for a person who
must make a reasonable diagnostic decision.

o Modularity. The project of the application and its
implementation takes into consideration modular-
ity in order to make extending the application pos-
sible in the future and enlarging its usage on diag-
nosis based on different personal inventories. In
the future, it will be obtained by using the archi-
tecture based on the so-called plug-ins.

The current version of this tool offers the follow-
ing main functions:

« Locating patients in a profile space using a wide
variety of measures and indexes (e.g., general
distance measures, specialized measures, psy-
chopathology indexes).

« Matching patient profiles to patterns of disorders
using dendrograms generated by different cluster-
ing methods with a suitable visualization.

« Creating diagrams for psychopathological indexes
defined in the professional literature (e.g., Gold-
berg’s, Leary’s indexes, Diamond’s indexes).

« Visualizing patient profiles on the background of
patterns of nosological classes as well as decision
rules generated by popular data mining systems.
An important thing is a unique visualization of de-
cision rules (in the form of stripes put on profiles)
supporting the nosological diagnosis.

Rule-Based Classification of MMPI Data

o Making diagnostic decisions for patients de-
scribed by MMPI profiles on the basis of classi-
fication functions obtained using the discriminant
analysis module from the STATISTICA package.

« Making diagnostic decisions for patients de-
scribed by MMPI profiles on the basis of rules
embodied in the knowledge base of Copernicus.
This knowledge base consists of several rule sets
generated by different data mining and machine
learning algorithms.

The Copernicus is released in two versions: Pol-
ish and English.

4. Experiments

In our experiments, three rule generation algo-
rithms available in the RSES system have been used,
namely: genetic algorithm, covering algorithm, and
LEM2 algorithm. The first algorithm originates
in an order-based genetic algorithm coupled with
heuristic (see 2, 2!). It uses reducts for rule gener-
ation. Another two algorithms are based on a cover-
ing approach. A covering algorithm is described in
2 and 2. The LEM2 algorithm was proposed by J.
Grzymala-Busse in '°. Covering-based algorithms
produce less rules than algorithms based on an ex-
plicit reduct calculation. They are also (on average)
slightly faster. It seems to be important if we extend
a number of attributes in a decision table. Values
of all scales (validity and clinical) can be treated as
continuous quantitative data.

The total number of values covers a specific in-
terval (from O to 100 T-scores). Building classifica-
tion rules for such data can be difficult and/or highly
inefficient. Therefore, for some rule generation al-
gorithms, the so-called discretization is a necessary
preprocessing step ©. Its overall goal is to reduce the
number of values by grouping them into a number
of intervals. In many cases, discretization enables
obtaining a higher quality of classification rules. In
our research, for each algorithm, experiments have
been performed for discretized data using the lo-
cal method available in the RSES system 2. This
discretization technique is based on rough sets and
Boolean reasoning.
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Figure 2: The Graphical User Interface of Copernicus: (a) welcome window, (b) input data window

To determine the accuracy of classification of
new cases a cross-validation method has been used.
The cross-validation is frequently used as a method
for evaluating classification models. It comprises of
several training and testing runs. First, the data set
is split into several, possibly equal in size, disjoint
parts. Then, one of the parts is taken as a training set
for the rule generation and the remainder (a sum of
all other parts) becomes the test set for rule valida-
tion. In our experiments, 5 cross-validation (CV-5)
and 10 cross-validation (CV-10) tests were used.

We tested the following different situations ac-
cording to the number of attributes:

1. Data table with basic (original) scales (L, F,
K, 1.Hp, 2.D, 3.Hy, 4.Ps, 5.Mf, 6.Pa, 7.Pt,
8.5¢,9.Ma, 0.11).

2. Data table with basic scales and Goldberg’s
indexes (L, F, K, 1.Hp, 2.D, 3.Hy, 4.Ps,
S.Mf, 6.Pa, 7.Pt, 8.5Sc, 9.Ma, 0.It, G, G2,
G3).

3. Data table only with Goldberg’s indexes (G,
G2, G3).

4. Data table with basic scales and Leary’s in-
dexes (L, F, K, 1.Hp,2.D,3.Hy, 4.Ps, 5S.Mf,
6.Pa, 7.Pt, 8.8¢, 9.Ma, 0.1t, L;,, L;p, Lija,
Ly, L1, Ly, L3, Ly, Ls, Le, L7, Lg).

5. Data table only with Leary’s indexes (L,
Lip, Lira, Liry, L1, Lo, L3, La, Ls, Le, L7, Lg).

6. Data table with basic scales and Diamond’s
indexes (L, F, K, 1.Hp, 2.D, 3.Hy, 4.Ps,

5.Mf, 6.Pa, 7.Pt, 8.5¢, 9.Ma, 0.1t, Dy, D,,
D3, D4, Ds, D¢, D7, Dg, Do, D1g, D11, D12,
D13, D14, D15, Dig, D17).

7. Data table with basic scales (without valid-
ity scales and the 5.Mk scale) and Diamond’s
indexes (1.Hp, 2.D, 3.Hy, 4.Ps, 6.Pa, 7.Pt,
8.5c,9.Ma, 0.1t, Dy, D,, D3, D4, D5, D¢, D7,
Dg, D9, Dyo, D11, D12, D13, D14, D15, Die,
D17)).

8. Data table only with Diamond’s indexes (D,
Dy, D3, Dy, Ds, De, D7, D3, D9, Dig, D11,
D12, D13, D4, Dys, D, D17).

9. Data table with basic scales, Goldberg’s in-
dexes, Leary’s indexes and Diamond’s in-
dexes (L, F, K, 1.Hp,2.D,3.Hy, 4.Ps, 5.Mf,
6.Pa, 7.Pt, 8.5Sc, 9.Ma, 0.It, Gy, G2, G3, L; 4,
Li b, Liras Lirp, L1, Lo, L3, La, Ls, Le, L7, Lg,
D1, D», D3, Dy, Ds, D¢, D7, Dg, D9, Do, D11,
D12, D13, D14, D15, D16, D17)).

Experiments were carried out on a data set with
over 1000 women.

Obviously, ranges of classification rule condi-
tions can be restricted. We can replace oo by:

« a maximal value of a given scale occurring for a
given class in our sample,

« a maximal value of a given scale for all twenty
classes,

« amaximal value of a given scale for a normalizing
group (i.e., a group of women, for which norms of
validity and clinical scales have been determined),
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Table 2: The LEM?2 rules for a data table with basic scales (fragment)

Rule ID L F K 1.Hp 2.D 3.Hy 4.Ps
#1 (—o0,68.5) (73.5,00) | (69.5,00) | (57.5,0)
#2 (77.5,85.5) (73.5,00) (57.5,00)
#3 (—0,68.5) (67.5,0) | (73.5,00) | (69.5,00) | (57.5,00)
Rule ID SMf 6.Pa 7.Pt 8.5c 9.Ma 0.1t class
#1 (—00,72.5) | (68.5,00) (—00,56.5) neur
#2 (—e0,52.5) | (72.5,79.5) | (68.5,0) | (76.0,0) (64.0,00) schiz
#3 (—00,72.5) | (68.5,00) (—00,56.5) neur

« a maximal value for all scales for a normalizing
group, i.e., 120 T-scores.

A procedure of restricting ranges of classifica-
tion rule conditions with the value —oo is carried
out similarly, but we take into consideration minimal
values. A minimal value for all scales of normaliz-
ing group of women is 28 T-scores.

Indexes are linear combinations of scales. There-
fore, restricting ranges of rule conditions for indexes
is also possible and simple. Copernicus enables us to
select the way of restricting ranges. Rule conditions
are automatically restricted to the form readable for
the diagnostician-clinician.

All experiment results have been collected in Ta-
bles 4, 5, 6 - for the LEM2 algorithm, the covering
algorithm and the genetic algorithm, respectively.

Clinical research confirms high relevance of the
Goldberg’s indexes (G, G2, G3) and their useful-
ness in differential diagnosis. However, from the
analysis of results in Tables 4, 5, 6 we can conclude
that classification accuracy and support for rules ob-
tained in this way are significantly smaller than for
rules obtained from basic scales and Diamond’s and
Leary’s indexes (both taken separately and taken as
an extended profile).

It is easy to see that the Goldberg’s indexes do
not take into consideration validity scales and they
differentiate weakly non-validated profiles from val-
idated ones (it is very important because the profile
validation is the first step of differential analysis).
Moreover, their border values do not take into con-
sideration a gender of the examined person by means

of MMPI. The mentioned indexes differentiate well
only four macroclasses and norm. Our previous re-
search indicates that better results are obtained for
linear classification functions (for 4 macroclasses
and norm or for 19 nosological classes and norm -
calculated separately for women and men). Signifi-
cantly better results were obtained for a basic profile
extended by classification functions (cf. ).

It is worth noting, on the basis of results from
Table 3, that for rules extracted by the LEM?2 algo-
rithm, values of conditions in those rules for validity
and clinical scales do not exceed the upper range 70
T-scores. 70 T-scores seems to be a border value. In
the MMPI-WISKAD test, values above this thresh-
old indicate an area of disturbances and pathologies
of the examined person.

Amazingly, good differentiating properties are
demonstrated by the Leary’s indexes, which are
rather regarded as auxiliary descriptive indexes.
They are rather useful in the so-called interpreta-
tion quiet (i.e., for basic profiles in ranges 40 - 60
T-scores).

The classification accuracy and support of rules
based on the Diamond’s indexes or the basic pro-
file and Diamond’s indexes are always better than
for the Goldberg’s indexes (with or without the ba-
sic profile). For the LEM2 algorithm, the best results
have been obtained for rules extracted from data for
which a vector consisted of the 13 scale profile and
17 Diamond’s indexes or the 13 scale profile and all
considered indexes.

On the basis of rules, a proper diagnostic deci-
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Table 3: The LEM?2 rules for a data table with basic scales and Leary’s indexes (fragment)

i Rule ID : L i F i K i 1.Hp i 2.D i 3.Hy i 4.Ps i SMf i 6.Pa i 7.Pt i 8.5c¢ i 9.Ma 0.1t
#0 (-20,68.5) (58.0,67.0) (-20,60.5) (-00,72.5) (54.5,62.5) (-00,62.5)
#1 (-00,68.5) (67.5,00) (73.5,00) (69.5,00) (57.5,00) (-00,72.5) (68.5,00) (-00,56.5)
#2 (-00,68.5) (51.0,56.5) (-00,60.5) (57.5,00) (-00,72.5) (54.5,62.5) (68.0,74.5)
#3 (51.5,54.5) (61.0,63.5) (57.5,0) (-00,72.5) (54.5,62.5)
# (77.5.85.5) (73.5,00) (57.5.,00) (~00,52.5) (72.5.79.5) (68.5,00) (76.0,00) (64.0,00)
#5 (-00,68.5) (56.5,61.0) (73.5,00) (63.5,69.5) (57.5,00) (56.5,62.0) (68.5,00) (-00,56.5)
#6 (69.5,74.0) (73.5,00) (57.5,00) (52.5,56.5) (68.5,0) (76.0,00) (-00,56.5)
#7 (68.0,74.5) (56.5,61.0) (57.5,0) (76.0,0)
#8 (-0,58.0) (-00,60.5) (57.5,00) (-00,72.5) (64.5,00) (-00,51.5)
#9 (46.5,51.5) (67.0,70.5) (57.5,0) (62.5,68.5) (68.0,74.5)
#10 (51.5,55.5) (-20,68.5) (-20,60.5) (57.5,0) (-00,72.5) (-20,54.5) (-00,62.5) (-00,56.5)
#11 (575.2) | (56.5,62.0) (64.5,00) (55.5,59.5)
#12 (85.5,102.5) (57.5,00) (79.5,00) (68.5,00) (76.0,00) (64.5,00)
#13 (68.0,74.5) (-00,68.5) (54.5,65.5) (51.0,56.5) (-00,60.5) (57.5,00) (52.5,56.5) (-00,72.5) (-00,54.5) (-0,62.5) (-00,56.5)
#14 (69.0,00) (67.5,0) (73.5,0) (69.5,00) (57.5,0) (-00,72.5) (-0,56.5)
#15 (102.5,00) (-00,44.5) (62.0,00)
#16 (102.5,00) (54.5,65.5) (67.5,00) (73.5,00) (57.5,00) (79.5,00) (76.0,00) (64.5,00)
#17 (102.5,%0) (67.5,0) (58.0,67.0) (63.5,69.5) (57.5,0) (62.0,0) (79.5,0) (68.5,0) (76.0,00)
#18 (74.5,0) (85.5,102.5) (67.5,00) (69.5,00) (57.5,00) (62.0,00) (-00,72.5) (76.0,00) (64.5,00)
#19 (102.5,00) (73.5,00) (63.5,69.5) (-00,52.5)
[RuleID ][ Lia [ Ly Lia | Lus | L] L, [Ls [ Ly [ Ls | Le L [ Ls [[ class_]

#0 (-23.5,00) (-39.5,00) (-0,69.5) norm

#1 (-23.5,00) (-0,-39.5) (-0,69.5) neur

#2 (-17.5,00) (-39.5,00) (58.5,0) (-0,69.5) psych

#3 (58.5,00) (-0,69.5) org

#4 (-00,-13.5) (58.5,00) schiz

#5 (-00,-34.5) (-00,-39.5) (58.5,00) (-0,69.5) del.s

#6 (-00,-34.5) (-00,-39.5) (-00,-13.5) (58.5,0) (-00,69.5) re.psy

#7 paran

#3 (-51.5,-23.5) (-17.5,00) (-39.5,00) (58.5,00) man.st

#9 (-51.5,-23.5) (-17.5,00) (-39.5,00) (58.5,00) (69.5,75.5) crim

#10 (-23.5,0) (-17.5,00) (-39.5,0) (-0,58.5) (-00,69.5) alcoh

#11 (-17.5,00) (-39.5,00) (58.5,00) drug

#12 (-00,-51.5) (58.5,00) (75.5,00) simu

#13 (-23.5,0) (-17.5,) (-39.5,0) (-0,58.5) (-0,69.5) dissimu

#14 (-00,-39.5) (58.5,00) devl

#15 dev2

#16 (-00,-51.5) (-17.5,00) (-39.5,00) (-00,-13.5) (58.5,00) (75.5,00) dev3

#17 (-00,-51.5) (-17.5,00) (-39.5,0) (-00,-13.5) (58.5,00) (75.5,00) devd

#18 dev5

#19 devb
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Table 4: Results of experiments using the LEM?2 algorithm

Attributes CV-5 CV-10
Accuracy [ Covering || Accuracy | Covering
Basic scales 0.950 0.694 0.957 0.706
Basic scales + Goldberg’s indexes 0.956 0.682 0.935 0.702
Goldberg’s indexes 0.760 0.494 0.793 0.509
Basic scales + Leary’s indexes 0.959 0.732 0.970 0.729
Leary’s indexes 0.896 0.630 0.897 0.640
Basic scales + Diamond’s indexes 0.965 0.747 0.967 0.745
Diamond’s indexes 0.949 0.737 0.961 0.730
Basic scales (without scales L, F', K, 5.M f) + Diamond’s indexes 0.967 0.732 0.962 0.747
Basic scales + Goldberg’s, Leary’s and Diamond’s indexes 0.962 0.727 0.962 0.729
Table 5: Results of experiments using the covering algorithm
Attributes CV-5 CV-10
Accuracy | Covering || Accuracy | Covering
Basic scales 0.746 0.492 0.764 0.448
Basic scales + Goldberg’s indexes 0.828 0.606 0.833 0.586
Goldberg’s indexes 0.676 0.505 0.680 0.513
Basic scales + Leary’s indexes 0.807 0.471 0.790 0.457
Leary’s indexes 0.751 0.517 0.786 0.529
Basic scales + Diamond’s indexes 0.786 0.450 786 0.413
Diamond’s indexes 0.751 0.373 0.792 0.352
Basic scales (without scales L, F, K, 5.M f) + Diamond’s indexes 0.823 0.432 0.820 0.411
Basic scales + Goldberg’s, Leary’s and Diamond’s indexes 0.788 0.355 0.777 0.380
Table 6: Results of experiments using the genetic algorithm
Attributes CV-5 CV-10
Accuracy | Covering || Accuracy | Covering
Basic scales 0.862 1.000 0.880 1.000
Basic scales + Goldberg’s indexes 0.884 1.000 0.897 1.000
Goldberg’s indexes 0.620 0.836 0.620 0.844
Basic scales + Leary’s indexes 0.900 1.000 0.911 1.000
Leary’s indexes 0.772 1.000 0.782 1.000
Basic scales + Diamond’s indexes 0.894 1.000 0.907 1.000
Diamond’s indexes 0.862 1.000 0.870 1.000
Basic scales (without scales L, F, K, 5.M f) + Diamond’s indexes 0.890 1.000 0.895 1.000

sion can be made. In the Copernicus system, we
have implemented, among others, several aggrega-
tion factors for the different sets of rules indicat-
ing the class to which a given profile is classified.
Copernicus enables us to visualize such a meta-
diagnosis in the form of the so-called classification
star, bar charts, or stripes put on profiles. It is read-
able and user-friendly for diagnosticians-clinicians.
This area is a subject of further research.

5. Conclusions

In this paper, we have examined several combina-
tions of MMPI data for the classification purpose.
Our main goal is to deliver to diagnosticians and
clinicians an integrated tool supporting the compre-
hensive diagnosis of patients. The Copernicus sys-
tem is flexible and it can also be diversified into sup-
porting differential diagnosis of profiles of patients
examined using another professional multidimen-
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sional personality inventories, for example MMPI-
2/MMPI-2-RF 3 (including additional control scales
and dozens of clinical scales and subscales, RC
scales and additional scales !°), MMPI-A (for ado-
lescents), CBA2.0, 16EPQ-R, NEO PI-R, MBTIL.
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