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Abstract—In this paper, we propose one new smoothing
nonmonotone trust region method for solving nonlinear

complementarity problems with h- functions. First, the

nonlinear complementarity problem (NCP) is reformulated as
a nonsmooth equation. Then on the basis of the reformulation,
a smoothing nonmonotone trust region algorithm via a line

search for solving the NCP vith %~ functions is proposed.
When a trial step is not accepted, the method does not resolve
the trust region subproblem but generates a iterative point
whose steplength is generated by a formula. We prove that
every accumulation point of the sequence generated by the
algorithm is a solution of the NCP, Under a nonsingularity
condition, the superlinear convergence of the algorithm is
established without the strict complementarity condition.
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1. INTRODUCTION

The nonlinear complementarity problem, denoted by

n
NCP(F) ,is to find a vector X € R such that

x>0, F(x)>0, x' F(x)=0 (1)
where £ R" = R" s assumed to be continuously
differentiable.
In this paper, we propose and analyze a new smoothing
nonmonotone trust region algorithm that combines elements

of trust region methods with elements of line search methods.

The new algorithm retains the quick convergence and
stability of trust region methods, while significantly
decreasing the average cost per iteration of the method. We

first reformulate the NCP a5 a system of semismooth by
using the Fischer-Burmeister function, then using Kanzow's
[1] smooth approximation function to construct the smooth
operator, we propose a smoothing nonmonotone trust region

algorithm via a line search for solving the NCP it
0 functions. When a trial step is not accepted, the method
does not resolve the trust region subproblem but generates a

iterative point whose steplength is generated by a formula.
We prove that every accumulation point of the sequence

generated by the algorithm is a solution of the NCP
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Compared with the method in [2], the superlinear
convergence of the proposed algorithm is established without
the strict complementarity condition.

We will use Kanzow's [1] smooth approximation

@.(a,b)= Na*+b* + 2e —a—b,e >0

for the Fischer-Burmeister function. The corresponding

smooth operator PR >R is defined by
@, (%, F1(x))
D (x)=|...
(x,,F (x
0,3, F, (%)) °
1
Y. (x)==0, (x) @ (x)
Denote 2 . Then NCP(F)

can be approximated by the following nonlinear least square
problems,

min ¥, (x)
xeR" (3)
By the above discussions, we have that when € = 0 the

NCP(F)

problem (3) is equivalent to

II. THE ALGORITHM

Define
1 |12
0,(9) =@, (x)+ Ve, (x)"s|
2 @)
=¥ _(x)+V¥, (x) s +isTvq>E (x)V®, (x,)'s
'k k 2 k 'k (5)

Then the trial step Sk will be obtained by solving the
following trust region subproblem,

min{Q, (s)||s| <A, } (©)

where ~* is called trust region radius. Let Sk be the
solution of the subproblem (6).

. X, +s, . . . .
Then either "% = "k is accepted as a new iteration point
or the trustregion radius is reduced according to a
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comparison between the actual reduction of the objective

function
ared, (s,) =Y (xl(k)) - ‘I’gk (x, +s,)

™
and the reduction predicted by the model
pred,(s,) = 0,(0)= 0, (5,) &
ie.,
_ared, (s,)
pred,(s;)
Where
Yo ) = X (¥ (5 k=002
and
ifr,>c
;=1 (m(k—1)+1,M}, otherwi
min {m otherwise, (10)

m(0):=0,M 21 is an integer constant. That is, if the
reduction in the objective function is satisfactory, then we
finish the current iteration by taking

+ .. . .
Mt = X TSk gng adjusting the trust-region radius;

=x tas, .

. . . . X
otherwise a new iterative point by ~4+! 1s

generated, where P is a steplength generated by

é\ng (‘xk )T Sk
Schng (x, )(I)gk (x, ) Sk

(11
here 6>0 is a constants.
Algorithm 1(The smoothing nonmonotone trust region

NCP(F),

0< <<l

algorithm via a line search for

Step 0. Choose parameters
0<g<1<g ,m>0 v>00<ﬂ<1 0<y<1
. . . eR" .
Give a starting point %o € , an Integer constant
<
M 20 and an initial trust-region radius Anin < B ; set
=+/2n,
. 242
&= QLN mO)=0M21
k=0
Step 1. Compute the solution S, €R of the
subproblem (6).
Step 2. Compute ared, (s,) , P red, (s,) and
_ ared, (s;)
pred, (s,)
k=1 , compute m(k) by (10). itk = 26 , then
xk+1 xk +Sk (12)

ifr, >c¢

N max[c,A,,A . ],
ko otherwise

max[A,,A_. ],

(2.10)

. (04
Otherwise generate ~ * by (11) and set
X = X TS A= ”Sk”

IV (x,0)||=0

(13)

Step 3. If
Step4 If

[ (x| < max{ng,, 4| @(x,,) - @, (x,.))
lBkJrl = ”(D(xkﬂ )”

T ,Bkﬂ) gk € (X VB)}
(14)

, stop.

3

&
then set and choose ~#*+! such that

0<g,, < mm{(

Whereg(' ) is defined in Lemma 2.3 [3]; otherwise, let
B =By and &k = &k

Step 5. Set k=k+ 1 , and go to Step 1.

PO function, and
s, #0 and

Lemma 1 Suppose that F is a

Algorithm 2.1 does not stop finitely, then

furthermore p redk (5:)>0, vk .

Theorem 21f I isa 5 function, then the sequence X
generated by Algorithm 2.1 remains in the level set

I+u,
)}with§0 (1 ﬂ)

Theorem 3 Suppose that F s a o function. Then

Algorithm 2.1 is well defined.

III. GLOBAL CONVERGENCE

Theorem 1 Suppose thatF is aPO function. Then there

. iy 0.
exists a positive constant ~ 2 such that

v, (xk)ll]

pred, (s,) 20, "V‘I’g‘ (x, )" min[A,, " ( )"
& Kk

(15)
k Se . .
for all * , where ¥ is the solution to (2.3).
Lemma 2 Suppose that F is aPO function. Then there

. iy 0.
exists a positive constant 3 such that

|\PSA (x) =Y, (x; +5,)— pred, (s, )| <9, ||sk ||2 ,Vk (16)

Theorem 3 Suppose thatF is aPO function, and there

v, (xk)H 2¢

\Y
exists € > 0 such that H for all k . Then

. 0
there exists a constant such that
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&

¥, Ge) =Y, ()26, min{A,,——
||v®b“ (xk)"

(17)
holds for all £ .

Lemma 4 Suppose that F is a 0 function, and there

HV\Pw (xk)H 2¢

exists € > 0 such that for all k . Then

v e(0,1)

there exists such that

ym{vAk,i} =0

k , where

V@g’ (x,)

2
Z,:=1+max
1<i<k .

Lemma 5 Suppose that F is a 5 function, and there

()] 2 ¢

VY.
exists € > 0 such thatH & for all k . Then the

following inequality
||sk || >2min{l,0,e(1-c,)}/ Z,

sufficiently large.

. holds for ke€J

Lemma 6 Suppose thatF is aPO function, and there

VY (x H >¢
exists € > 0 such that H i ( k) for allk . Then the
following inequality

Ay z¢;mindl,0,6(1-6,)}/ Z, , holds for sufficiently

large k.

Theorem 7 Assume that F isa PO function. Let {x" } bea
sequence generated by Algorithm 2.1. Then every
{x.}

accumulation point of the sequence is a solution of

NCP(F)

IV. LocAL CONVERGENCE

Theorem 1 Suppose F is a 5 -function. If for an

{xk }kek

. . *
accumulation point X~ of the sequence ,

all V =0.®(x*)

statements hold:

are nonsingular, then the following

1) The whole sequence {x"} converges to X *

2) Eventually all iterations are successful and the trust
region radius in subproblem (3.3) is inactive; i.e., for all k
sufficiently large, we have

Xpp1 =X T858, = _(CD;k (xk))ilq)gk (x,)

{x}
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