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Abstract—In this study, the research results at home and
abroad on the basis of semantics, through the establishment of
the Russian verb semantic pattern of combing and significance
patterns, to analyze the performance of syntactic distribution,
description of the Semantic - syntactic patterns, and as the basis
for constructing Machine Translation "verbal semantic
syntactic pattern library", '"fixed sentence library" and
"Variable library" to complete the carding three databases to
achieve a knowledge integration. This study not only can expand
the research category of semantics theory, but also can promote
the further development of the Russian-Chinese machine
translation theory.
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I. INTRODUCTION

Machine translation (MT) is realized from a natural
language text (source language) into another natural language
text (target language) translation by computer. Essential
attributes common between different languages is semantic,
common semantic understanding of the original premise is also
guaranteed to be accurate expression'). Gui Du domestic
famous linguist once said: "Through research semantic syntax,
principles, structural constraints of meaning, the meaning of
syntactic  constraints, etc., for the development of
computational linguistics and machine translation and other
language learning application provides a theoretical and
practical basis’”. We can say that the semantic analysis restricts
the specific process of machine translation, semantic
recognition and re-encoding of the source language and the
target language is the key to improving the quality of
translation studies of this subject is from the Linguistics.
departure, based on a combination of semantic relations
between verb and a noun, the establishment of Machine
Translation Russian verbs semantic - syntactic information
database.

II. REVIEW OF CURRENT RESEARCH

A. Research Status Review of European countries

Research on machine translation Western countries began
in the 1940s, the early machine translation system mainly uses
direct translation method, that word conversion mainly focus
on the word form. This approach lacks support linguistic
translation theory, the quality is not high, is not satisfactory.

© 2015. The authors - Published by Atlantis Press

204

1966 American Language Processing Advisory Committee
automatically (ALPAC) for machine translation research made
a negative conclusion, claiming Machine Translation
encountered insurmountable "semantic barriers", affected many
countries Machine Translation a low ebb. But ALPAC speech
allows researchers are beginning to recognize the important
role in the semantic analysis of machine translation, and made
a series of research results. Machine Translation broader
application of a semantic analysis technology is "Case
Grammar ".The theory proposed sentence structure level
semantics and syntax associated with it trying to find out the
deep structure into surface structure of the law. But the " Case
Grammar " In theory, there is a clear thematic shortcomings is
that it free the dominant verb, relying on logic or semantic
intuition vaguely discuss and find generally have a deep
semantic grid. Since the 1980s, based on indirect methods of
translation has made considerable progress, conversion
analysis from simple syntax level of development to the syntax
and semantics of a combination of deeper, such as Kaplan R.
and Bresnan J.'s "Lexical Functional Grammar", due to the
dominance of too much emphasis on grammar, and can’t solve
the puzzle machine translation semantic barriers. Overall, the
machine translation in morphology and syntax, it has already
been proven, through technical and general method for the test,
but in semantic analysis technology has not been well studied.

B. Russia Status Review

Research on semantic theory, Russian scholars have made a
more results. One of the most prominent is to Ampecsta 0. .
and Menpuyk W. A. represented by the Moscow semantic
school. In 1974, the famous Russian scholar Menpuyk N.A.
initiated and created a new system of grammatical theory -
"means & Text" model (Moaens «Cmbicn&Tekery», MCT), its
computational linguistics, machine translation applied research
to provide a set of syntactic rules from the semantic system.
After 40 years of development, MCT academic influence in the
international computing linguistics expanding in Russia,
Canada, France, Germany, Japan and other countries have
launched MCT model design based machine translation system,
or try in the native language of the target language codification
bilingual dictionaries, etc., has made achievements in many
applications, a representative of the "Russian Comments with
dictionary" (TKC). But generally speaking, TKC there are still
many problems, give it to those who:

(@ did not establish a unique and systematic conversion



mechanism.

@ in describing aspects of the verb, its interpretation
limited to "single-level semantic structure" did not make the
induction and summed up the performance of semantic pattern
in different languages or categories of verbs.

@ from the isolated, dispersed and lack of systematic
analysis, word for word, the necessity of thematic, optionally,
etc. did not make a strict distinction.

Further, the study is for the English machine translation
system, the development of Russian-Chinese translation system
is relatively slow. Russia in science and technology machine
translation, Russian-English, Russian-French accuracy rate up
to 80%, while the accuracy of Russian-Chinese translation of
less than 50% (Fu Xingshang, 2009). In short, the formal
semantics of the problem is very complex, although in recent
decades it made attempts, but has not yet made substantive
progress.

C. Review of the status of domestic

Our research in machine translation started earlier, but the
degree of attention and research level Russian-Chinese machine
translation research far and Chinese - English translation studies,
also behind the Western countries. Representatives are Zhang
Jiahua, Xue Enkui, Peng Yuhai, Yi Mianzhu, Fu Xingshang, Xu
Hancheng, Li Xiangdong, Feng Zhiwei like. They draw on the
Moscow semantic school advocates of "Words Function" and
"Comments dictionary" and so on, to study the word sense
disambiguation problem®’. Representative works are Zhang
Jiahua "Theory and Application" Glossary function "" (2002),
and the monograph "Russian Contemporary Semantics" (2003).
Fu Xingshang also "Glossary function" applications in Russian-
Chinese machine translation is discussed!".

In summary, the Russian-Chinese machine translation, the
inadequacy of semantic analysis are mainly: when it comes to
the different meanings of the verb is given the number of
valence and form, failed to go deep into the semantic
distinction about the meanings of form content, this leads to
differences in the various meanings of the verb can’t be an
objective description, it is difficult to resolve ambiguity
(polysemy, structural ambiguity semantic ambiguity, etc.)
machine translation between multiple meanings, and thus
triggering conflicts choice . Therefore, the focus on formal
semantics of language research today, with the syntactic
features language component, to make an objective description
on similarities and differences in semantics which is very
important.

III. MACHINE TRANSLATION OF VERB - SYNTAX DESCRIPTION
SYSTEM

Based on the meaning to the form of functional grammar
perspective, given the need for verbal semantic first category
and second category description, then the syntax for the content
of this operation (sense) materials, verification of the Semantic
- syntactic description of the objective, scientific and feasible
degrees. Language structure, take the following steps deep into
the hierarchy of verbal semantic - syntactic restriction of this
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nature to a whole category of verbal semantic make a complete
and detailed description.

A. Verb combinations relationships (syntactic distribution
aspects):

1) The number of valence verbs and syntactic functions. To
find the same number of thematic and valence forms of the
verb in the verb semantic class, which is the most important
performance of Verb Semantic and formal classification basis.

2) Thematic times verb semantic features. Observe and
analyze the same person verb core structure in terms of
thematic similarities and differences of views semantic
features, which is a unique form of testing level.

3) Verb "co-occurrence compatible language" (temporary
increases). Further analysis of the possible collocation verb, it
is primarily a prime verb outside of the core structure, which
generally include the verb "optionally price" and "Optional
price."

B.  Verbs aggregation relationship (conversion feature
aspects form):

1) Synonymous conversion. Words do not change the
sentence refers to the syntax and semantics of the composition
and the relationship between the elements or in the same
sentence for achieving semantic conversion. Syntax and
semantics of the verb form of the distribution relationship
could not be distinguished from, you can find differences in a
variety of ways synonymous conversion"”). Moreover, even if
there are different combinations of performance, but also can
make further distinctions in such conversion characteristics.
For example:

N2VINY & N2vf< na > NP

(CHer naBuT BeTBH. <> CHer JaBHUT Ha BETBU.)

This mode allows the conversion sentences behavior object
to obtain additional "orientation" meaning, and become a
"super-theta."

2) Reverse translation. Words do not change the
composition of the sentence means, around the same root
word or grammar derived reverse reverse word for thematic
form - syntax against the bits, and so on through a main object
of the verb form of the conversion swap roles. Different
semantic categories inverse change in the form of the verb
also has a profound reflection. Abundant use of inverse
exchange can unfold the same way as the corresponding
language in the form portrayed on deep semantic mechanism
verbs. For example:

N2Vf< Ha > N} « Nivf<m> NI

(Camnor He naeT Ha Hory. <> Hora He uzaeT B caror.)

This is changing the verb "prefix type" reverse change.
The semantics of justice is strong, mainly seen in "wearable"
type verbs.

Here we have more nate verb, for example, include
semantic model and its discriminative formal semantic
description language release in Table 1:



Table 1. Verb nate Semantic - syntactic pattern analysis

Semantic model the dominant the thematic sub-semantic the thematic sub-semantic reverse conversion
mode features compatible co- features compatible co- feature
occurrence features occurrence features
CC1 NVEN, N N :4ell. cI., NVENING <> NVE, A
give, dedicated | nmarp N? TIPEIM., OIYIL.
oTAaTh V¢ TYelL.
MOCBSITUTD
CC2 NVENING N i4edl. cI.,
grants, awards | marb N?TIpenM. o1l
BPYYHTh N Uell. pHY.
MIPUCBOUTH
MIPUCYIUTh
NIVEN] NS N Yell.
HarpajguTh N’ YelL.
N TIPEIM.
CC3 NVENING N :Uedl.
supply, provide | parp N?TIpenM.
[PEI0CTaBUTh N HeIL
N{VEN]NE N :4ell.
obecrneunTh N?iUenl.
N TIPEIM. , OJIYIIL
NVENNS N*4elL
CHAOIUTh N?:4ell.
N TIPEAM.

CC — cemantuyeckas cxema abbreviation, CC1 namely semantic mode 1, and so on.
"Thematic sub-semantic features" and "compatible with the co-occurrence” column in the abbreviated code index:

yer.
npud.

People
The reason

npeom.
ooyu.

Object name
Living thing

Product Reviews
The way

oy.
cn.

IV. RUSSIAN AND CHINESE VERBAL SEMANTIC -
SYNTACTIC KNOWLEDGE BASE

A. The use of previous studies, extract verb semantics
selected Russian and Chinese bilingual corpus - syntactic
patterns.

(D Real amount of extraction. The Russian verbs, verbs
with matching related phrases and sentences extracted into
Russian semantic - syntactic pattern of the real amount; the real
amount of Russian semantic pattern corresponding to the
amount of the Chinese translation of extracts into a real
Chinese semantic model.

Real amount means the semantic model irreplaceable
natural language characters'®, using the "R" represents. In
verbal semantic model, the verbs and prepositions and verbs
matched as actual amount and other terms. With "V" represents
a verb, "O" indicates the amount of other entities. "R"
constituted by the "V" or combination "V" and "O" of. In some
specific natural language, "R" Available corresponding specific
language vocabulary to express. For example:

A zaBunyto emy. FIFREA;,
N [people] 3aBumoBats N [people]; N [people] #ifF N

[people].
On urpaer B yr6om. {7 L EK,
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N [people] urpats B N [ball]; N [people]i N [ball] ,

Among them, the first sentence in Russian and Chinese
"sapugoBath" real amount "R", the V components.
"3apunoBath" for the "V" portion. The second sentence
"urpatb B" real amount "R", the "V" and "O" combination
thereof. Wherein, "urpats" to "V" portion, " B " to "O" portion.

@ Extraction variables. The same position in Russian
syntax, semantics same type of partially extracted for the same
semantic - syntactic patterns of variable; the variable semantic
pattern corresponding Russian English translation extract into a
variable Chinese semantic model.

Variables are part of the semantics of words affect verbal
semantic model can be replaced. Variables with an "X".
Variables can be replaced by one or more semantic types in a
specific semantic model. For example:

On crur. fhHEE .

N[people] cnatw; N[people] HEH o

AuHa 3HaeT pycckuii a3bik. G AR IE

N[people] 3nars N[language]; N[people] & N[language].

Pa6ouue cTposT nom u3 kamus. LA AR5,

N[people] crpours N[thing] u3 N[material]; N[people] H
N[material] 7% N[thing].



Among them, the first sentence of the Russian and Chinese
semantic variable from one type N [people] constitution; the
second sentence of the variables from the two semantic type N
[people] and N [language] composed; and the third sentence
variables for three semantic type N [people] N [people], N

[matter] and N [material] composed.

B.  On the basis of the establishment of Russian - Chinese
Verbs knowledge base.

These include:

1) Verbal semantic - syntactic pattern library. Russian
main storage verb semantic - syntactic patterns, Chinese
semantic - syntactic patterns, semantic - syntactic patterns the
number of semantic types, variables, and variables, Russian
and Chinese sentences sentence, which holds artificially
summary of verbal semantic - syntactic patterns infos to
provide a basis for the semantic pattern matching to identify
and verbs Translation work.

2) Fixed sentence library. By a number of convention
contain verbs, indivisible Russian English translation of the

sentence and the corresponding configuration sets. Fixed
sentence stored in the library sentence for example as
follows:

EBME I JIpysba mosHarotes B Geste

15~ Bi4T Bena He MPOXOIUT OJHA
— 5 NE CxazaHO-CeIaHO.

3) Variable Library. Semantic types and from a variety of
Russian and Chinese in particular represents a collection of
corresponding configuration. For example:

Semantic Type N [direction] corresponds to the Russian
and Chinese specifically expressed as: BocTok 4 /7; 3aman 7
77; cesep db75; 1or B/ ceBepo —Boctok ZJLJ5; cemepo-
saman Pt J5; roro-Boctok < F5 J5'; roro-3anan 74 F§ 77 .

Semantic Type N [season] corresponds to the Russian -
Chinese specifically expressed as: BecHa % 2Z%; neto = 2%;
oceHb X ZE; 3uma &3,

Verbal semantic model library structure and library
structure variables are shown in Table 2 and Table 3.

Table 2. The structure of verb semantic pattern base

Name Data Types Field Size Remark
Number Automatic Number | Long integer | Verbal semantic model number
The number of variables | Digital 156 Variable number of records
Variable Type Text 45 Variable type record
Russian semantic pattern | Text 156 Record Russian verb semantic pattern
Chinese-defined modes | Text 156 Chinese Semantic verb record mode
Semantic pattern type Text 45 Semantic type recording verbal semantic model
Russian sentence Text 156 Recording double statement against the Russian sentence
Chinese Sentence Text 156 Record double the statement of the Chinese Sentence
Table 3. The structure of variable base
Name Data Types Field Size Remark
Number Digital Long integer Variable Number word
Russian word Text 45 Russian record variable word form
Chinese translation Text 45 Record variable forms of Chinese words
Semantic Types Text 45 Record variable word semantic types

Here we have the verb mate synonymous, for

include semantic model library (Table 4).

Table 4. Example of V semantic Pattern base

example,

Verb the number of variables and Chinese semantic semantic model Russian Chinese Russian sentences
types model sentences

Aatb (1] V7 TN [114[3][2] [1]mars[2][3] {Winss#% T | Mama tana aetim
[2] NPT 1 TR (pyKTBL.
[3] ¥iIA]
(1] ¥ TA] (1142 F[3][2] [1]nars[2][3] fh#% T3 | On man mue
[2] N} [HR%) &, OpIeH.
[3] ¥i TN
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BPY4HUTH [1] ¥ [N [1]4& F[31[2] [1]Bpyunts[2][3] T Al | Mop Bpyann emy
PARIME S NESTNE /BN . OpZCH.
[3] N5 TA]
warpants | [1] 4, [A] [RAQRB] | [apaums2]3] IR | Vemren
[2] ¥/ TN T HarpaJui aeteif
KHHTaMH.
[3] Ne [, %
MIPUCBOUTH [11 ¥/ [N [17#% F[3][2] [1]opucBouts[2][3] K32 Tt Mbp nprcBouI
[2] V). FRS . SA0. F) . eMy 3BaHHC.
[31 v; A
oTAath RABUEN (142212 %3] [1]oTnars[2][3] e Hitss On otztan Mue
[2] v) k] ®. KHHTY.
[3] V5 TN
MOCBATHTH (11 v7 TN [1742[2]#K £[3] [1]mocestuts[2][3] Ath A7 2R OH MOCBATHIT
[2] ¥) [4dh] P RESE CTUXH MaTepH.
[31 vy A
obecnewnts | [1] 7 [A] [B021REE] | (obecnemm2I3] | RiAKHR Ve
[2]1 ¥/ TN LK, obecreunBaeM Bac
[3] v dR AT CIIENUAIICTAMH.
CHAOUTH [1] ¥/ [N [1145[2]4%4£]3] [1]cuabauTs[2][3] FATA R Ml cHabkaeM
[2] ¥/ TN AR BAac MaTepHaIaMu.
[3] ;i)
npeoctaents | [1] 4, [A] (%31 &2] | [1nperocrasnte[2][3] | Foi 1% ke Mt
[2] V)i BURI] B4, NPEIOCTABIIAET
[3] ¥iIA] €My CpJeCTBa
VI. CONCLUSION semantic model library.
Development Trend of language requirements on the basis of
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the theory of syntax and semantics of the value system of
highly formalized, the establishment of a set of language
connotation logic operable. Based on statistics, the
classification of other concepts, to move closer to
computational linguistics syntax has become an important part
of contemporary research, however, positive lexicogrammar
theory needs to be under the guidance of semantic syntax
check mode. In other words, "syntax with semantics can’t
stand alone as the language evolution of standards and scale,
they need to combine as a whole"”. Thus, the subject of
semantic - syntactic theory to build a "verbal semantic -
syntactic pattern library," "fixed sentence library" and
"Variable library" to complete the carding three databases to
achieve a knowledge integration.

Currently, we have to extract the meaning of entries more
than 100 Russian verb from the dictionary while including
Chinese interpretation and so on. Examples from our Russian
National Corpus (HKPS), TKC, "Russian-Chinese Dictionary
Explanation" (four volumes) and "with Russian and Chinese
dictionary." Machine translation is a difficult and complicated
task, Translation Studies verb to reach a satisfactory result, but
also the need for verbal semantic model more accurate and
scientific division, and continuous improvement of existing
semantic model libraries, build a more complete verbal
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