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Abstract. In this paper, we consider a direction of arrival (DOA) tracking algorithm via adaptive 
parallel factor via recursive least squares tracking (PARAFAC-RLST) for acoustic vector-sensor 
array. The adaptive algorithm can efficiently track multiple targets by recursively updated the loading 
matrices at time t+1 from their values at time t, so that its global complexity is very lower than batch 
parallel factor (Batch-PAFARAC) without largely debasing angle estimation performance, as it does 
not require to compute the decomposition of 3rd-order tensor at time t+1 by a batch algorithm. 
PARAFAC-RLST algorithm is more suitable for multiple targets DOA tracking, especially when 
direction angle cross each other. Simulation results verify the usefulness of our algorithm for DOA 
tracking.  

Introduction 
Acoustic vector sensor array is widely used in the sonar system and underwater acoustic 

communication system [1-3]. The direction of arrival (DOA) estimation is the core technology for 
acoustic vector sensor array [4-6]. A lot of DOA estimation algorithms for the acoustic vector sensor 
array are constantly emerging, including Capon algorithm [7], Multiple Signal Classification (MUSIC) 
algorithm [8, 9] ,Estimation of Signal Parameters via Rotational Invariance Techniques(ESPRIT) 
algorithm [10], Parallel Factor (PARAFAC) algorithm[11], Propagator (PM) algorithm [12].If 
subspaces are varying with time, they have to be tracked. But it will bring a large amount of 
computation for eigen-value decomposition of the cross correlation matrix or singular value 
decomposition of received data at every sampling instant, so they are not suitable for real-time 
applications. Over the past decade, adaptive tracking algorithms have been widely studied. The batch 
parallel factor (Batch-PAFARAC) in Refs.[13,14] requires the computation of three pseudo-inverses, 
and convergence often requires many cycles, even if the algorithm is well-initialized.  

In this paper, we exploit parallel factor via adaptive recursive least squares tracking 
(PARAFAC-RLST) algorithm to track the DOA tracking for acoustic vector-sensor array, it is based 
on the recursive minimization of a weighted least-squares criterion. The adaptive PARAFAC-RLST 
algorithm used for Acoustic vector sensor array has not been addressed in the literature. We mainly 
discuss this algorithm in multiple target angles tracking, especially when their direction angles cross 
each other. It can efficiently track multiple targets when multiple targets are moving in acoustic vector 
sensor array, whose complexity is lower than batch-PAFARAC and PARAFAC-SDT [15]. Numerical 
experiments illustrate the accuracy and efficacy of the proposed algorithm in a variety of scenarios.  

 Notation: (.)T, (.)H, (.)-1 and (.)+denote transpose, conjugate-transpose, inverse, pseudo-inverse 
operations, respectively. IK is a K×K identity matrix;  ⊗ and  o are the Kronecker product, and 
Khatri–Rao product, respectively.  
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Data Model 
We consider an arbitrary acoustic vector sensor array system, and M elements are arbitrarily distributed 
in the three-dimensional space, as shown in figure 1.  

 
Fig.1 Arbitrary array model of the acoustic vector sensor [11] 

We assume that there are a number of K ( K M< ) acoustic signals on the isotropic homogeneous 
fluid which incidence to the acoustic vector-sensor array from a two-dimensional DOA 
( ( ) [ ( ), ( )]k k kt t tφ ϕ=θ ), and at time t, collecting J snapshots, the output of the acoustic vector-sensor can 
be expressed as 

( ) ( ) ( ) ( )Tt t t t= +R Ψ S N                                                            (1) 
where ( ) ( ) ( )t t t=Ψ A Ho , 1 2( ) [ ( ), ( ), , ( )]Kt t t t=A a a aL , ( ) ( ) ( )1 2( ) [ ( ) , ( ) , , ( ) ]T

k k k M kt q t q t q t=a θ θ θL , ( ) J Kt ×∈S  , 
4( ) M Jt ×∈N  is Gaussian white noise vector of zeros mean and covariance matrix 

2
MNσ I . ( ) [ (1), , ( )]t J=R r rL , ( ) ( ) ( ) ( )t t t t= +r Ψ s n , 1( ) Kt ×∈s  is the vector of the complex envelops of the 

target signals. 

The Adaptive DOA Tracking Algorithm for Acoustic Vector-Sensor Array 

A. PARAFAC Decomposition for Acoustic vector-sensor Array  
The PARAFAC decomposition of a tensor [15,16], M J Nχ × ×∈  is defined as  

1

K

k k k
k

χ
=

= ∑a b co o                                                               (2) 

where ka , kb , kc are the kth columns of the loading matrices , ,M K J K N K
T R

× × ×∈ ∈ ∈A S A   , 
respectively. We link the problem of acoustic vector-sensor array angle estimation with trilinear 
decomposition. According to its symmetry, we get the matrices as follows,  

(1) (2) (3)( ) ; ( ) ; ( )T T T= = =R A H S R S A H R H S Ao o o                                              (3) 

B. Basic Idea of Adaptive Tracking Algorithm 
Let us consider an estimate of the PARAFAC decomposition of a third-order tensor ( )( ) M J t Ntχ × ×∈ , at 
time t 

(1) ( ) ( ) ( )Tt t tR Ψ S                                                             (4) 

At time t+1, we can get [15] 
(1) (1)( 1) [ ( ), ( 1)]t t t+ = +R R r                                                      (5) 

where ( 1)t +r is the new slice appended to (1) ( )tR .  

Let us consider a smooth variation of ( )tΨ  between t and t+1, i.e., ( 1) ( )t t+Ψ Ψ  , so we also have 
( 1)T t + =S  [ ( ), ( 1)]T T Tt t +S s  ,where ( 1) ( ) ( 1)T t t t++ = +s Ψ r . The least-squares update of ( 1)t +Ψ is then given 

by ( 1)t + =Ψ  ( )(1) ( 1) ( 1)Tt t
+

+ +R S . 

Given ( 1)t +Ψ , we can then re-update ( 1)t +r via substituting ( )tΨ by ( 1)t +Ψ . Finally, we can 
get ( 1)t +A and ( 1)t +H from ( 1)t +Ψ . 
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C. Truncated Window 
For a truncated window of length W (W>K), we define weighted matrix 

(1) ( 1) [ ( 2 ), , ( ), ( 1)]TW t t W t t+ = + − +R r r rL                                                  (6) 

Define ( 1) M W Ntχ × ×+ ∈ expresses the tensor which is made of  W  latest slices, and we also have the 
weighted observed matrix ( 1)TW t +R , built from (1) ( 1)TW t +R , and we can get the PARAFAC 
decomposition estimate of ( 1)tχ + via minimizing the least-squares criterion of the following truncated 
window as 

( )
{ ( 1), ( 1)}

min ( 1)
TW

TW

t t
tφ

+ +
+

A S
                                                         (7) 

where 2

1
( 1) ( ) ( 1) ( 1) ( )

N
TW W Tt t tτ

τ

φ λ µ τ µ τ−

=

+ = + − + + +∑ r A H s o  , λ is the forgetting factor, 1t Wµ = + − and 
( 1)TW t +S is made of the last line W of ( 1)t +S . 

Then we can get weighted observation matrix ( 1)TW t +R  by (1) ( 1)TW t +R  
(1)( 1) ( 1)TW TWt t+ = + ΛR R                                                         (8) 

where  1/2 2/ 2 1/ 2([ , , , ,1])W Wdiag λ λ λ− −Λ = L .   

The update rule for (1) ( )TW tR is  
/2 1/2[ ( 1 ), ( 1)] [ ( ), ( 1)]N

TW TWt W t t tλ λ+ − + = +r R R r                                        (9) 

D. PARAFAC-RLST Algorithm 
PARAFAC-RLST is an adaptive tracking algorithm and follows the skeleton given in section B, which 
based on the minimization of a weighted least squares criterion [15].  

Given an initial estimate of ( 1)t +s , we can derive a recursive update for ( 1)t +Ψ . Let 
4( 1)TW M Ktφ ×∇ + ∈ denote the gradient of ( 1)TW tφ + with respect to ( 1)t +Ψ . So we have  

1
*

( 1) 2 ( ( )

( 1) ( )) ( )

W
TW W

T

t

t

τ

τ

φ λ µ τ

µ τ µ τ

−

=

∇ + = + −

+ + +

∑ r

Ψ s s

                                         (10) 

After solving ( 1) 0TW tφ∇ + = , we can get 
1( 1) ( 1) ( 1)TW TWt t t−+ = + +Ψ D P                                                    (11) 

where *

1
( 1) ( ) ( )

W
W

TW t τ

τ

λ µ τ µ τ−

=

+ = + +∑D r s , ( 1)TW t + =P  *

1
( ) ( )

W
W Tτ

τ

λ µ τ µ τ−

=

+ +∑ s s . 

And we can get TWD and TWP by recursive updates, so we have 
* *( 1) ( ) ( 1) ( 1) ( ) ( )W

TW TWt t t tλ λ µ µ+ = + + + −D D r s r s                                     (12) 
* *( 1) ( ) ( 1) ( 1) ( ) ( )T W T

TW TWt t t tλ λ µ µ+ = + + + −P P s s s s                                     (13) 

We may assume 1
TW TW

−=Q P and apply matrix inversion lemma twice by utilising rank-2 update structure 
of TWD and TWP , and then,  

*

*

( ) ( )( 1)
1 ( ) ( )

W T

TW W T
t λ µ µ

λ µ µ
+ = +

−
Qs s QQ Q

s Qs

% %
%

%
                                          (14) 

where 
2 *

1
1 *

( ) ( 1) ( 1) ( )( )
1 ( 1) ( ) ( 1)

T
TW TW

TW T
TW

t t t tt
t t t

λ
λ

λ

−
−

−

+ +
= −

+ + +
Q s s QQ Q

s Q s
%  

Finally, the update of ( 1)t +Ψ follows from the recursively updated matrices ( 1)TW t +D and 1 ( 1)TW t− +P . 
1( 1) ( 1) ( 1)TW TWt t t−+ = + +Ψ D P                                              (15) 
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Suppose now that, given the previous estimation of ( 1)t +Ψ , we want to estimate the last row 
( 1)t +s of ( 1)t +S . Since ( 1) ( 1) ( 1)t t t+ ++ = + +A P D , the least-squares estimate of ( 1)t +s is given by  

( 1) ( 1) ( 1) ( 1)T
TW TWt t t t++ = + + +s P D r                                         (16) 

Our aim is now mainly to find a recursive update values of TW
+D and 1 ( 1)TW t− +P by utility their update 

structure, 

       * *( 1) ( ( ) ( 1) ( 1) ( ) ( ))W
TW TWt t t t t tλ λ+ ++ = + + + −D D r s r s                                     (17) 

1 * * 1( 1) ( ( ) ( 1) ( 1) ( ) ( ))T W T
TW TWt t t t u uλ λ− −+ = + + + −P P s s s s                                      (18) 

At this point, we can obtain estimates ˆ ( 1)t +A  and ˆ ( 1)t +H  of ( 1)t +A and ( 1)t +H  from the above 
steps. Then we can obtain the angle of each source by using the rotation invariance of the matrix at time 
t+1. 

According to the received noise signal, ˆ = +H HΠΔ N  can be obtained through the decomposition, 
where Π is the switching matrix, Δ is the dimension fuzzy matrix, N is the estimated error matrix. We 
can get the matrix Ĥ by normalizing the matrix Ĥ , ˆ

ih is the ith column of Ĥ . In the absence of noise, 
ˆ

ih  can be expressed as 

1
cos cosˆ
sin cos

sin

i i

i i

i

φ ϕ
φ ϕ

ϕ

 
 
 =
 
 
 

ih                                                     (19) 

We can get a two-dimensional angle as 
ˆˆ arcsin[ (4)]iϕ = ih                                                    (20) 

ˆ ˆ ˆarctan[ (3) / (2)]iφ = i ih h                                                (21) 

But the calculated angle did not associate the source, it must be use related technology to 
accurately track the source. In this paper, we use angle association ideology in Refs [9] or other related 
technical perspective to link the DOA for acoustic vector sensor array. 

Suppose that, the angle of each source is known or has been estimated by other algorithms at time 
t. Elevation and azimuth respectively are 1 ( ),tϕ  2 ( ), , ( )Kt tϕ ϕL and 1( ),tφ 2 ( ), , ( )Kt tφ φL . Construct the 
signal covariance matrix Γ̂ , ˆ ˆ ˆ ˆˆ ( ( 1)) ( ( )) ( ( 1))[ ( ( 1))]H Ht t t t+ +Γ = + + +Ψ θ Ψ θ SΨ θ Ψ θ , find out the 
location 1 1( , )j k  of the absolute maximum element in this matrix, and get rid of the row and column of 
this absolute value, then find out the location 2 2( , )j k  of the absolute maximum element in the remaining 
elements. And so on, until find out the position of the Kth element. According to the location of each 
maximal element, we can associate the angle estimate of its corresponding source. 

Till now, the major steps of DOA tracking of adaptive PARAFAC-RLST algorithm for acoustic 
vector-sensor array are given as follows: 

Step1: Create an initial estimation ( 1)T t +s  for TS . 

Step2: According to (12), (13), (17) and (18), update 1, , ,+ −D P D P by applying matrix inversion 
lemma twice. 

Step3: Re-estimate ( 1)T t +s by (16), and obtain ( 1)T t +S . 

Step4: Update ( 1)t +Ψ , and then get estimate values ( 1)t +A and ( 1)t +H  from ( 1)t +Ψ . 

Step5: Obtain the corresponding DOA at that moment according to the estimate of  ( 1)t +A and 
( 1)t +H . 

Step6:  Associate the estimated DOA. 

Step7: Repeat Step 1-6, track the angle estimate for the next moment. 
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E. Complexity analysis 
In contrast to batch-PARAFAC algorithm in the Ref. [14], PARAFAC-RLST has a low computational 
load as it avoids computing the decomposition of 3rd-order tensor at time t+1 by a batch algorithm. 
The major computational complexity of PARAFAC-RLST is 2 (16 72) (144K MN K MN+ +  10 20)N+ + , 
while batch-PARAFAC algorithm needs 3 288 64 ( ) 8 (3K K WN MN MW K MNW WN MN+ + + + + + + )MW . 

Simulation Results 
We exploit adaptive PARAFAC-RLST algorithm in this paper to consider targets emitting 

uncorrelated narrow band signals to verify its effectiveness. We define RMSE 

2 2
, , , , , , , ,

1 1 1

1 1 1 ˆ ˆ[( ) ( ) ]
K Q T

k q t k q t k q t k q t
k q t

RMSE K Q T
φ φ ϕ ϕ

= = =

= − + −∑ ∑ ∑                              (22) 

where , ,k̂ q tφ  is the estimate of the azimuth kφ  of the qth Monte Carlo trial at time t, , ,ˆk q tϕ  is the estimate 
of the elevation kϕ  of the qth Monte Carlo trial at time t. 

Notation: M, J, K and Q are the number of array elements, the snapshots, sources and Monte Carlo 
trials, respectively. N is a fixed value, N=4. The length of a truncated window is W. M=8, N=6, J=100, 
K=3, W=10, 1000Q = . The forgetting factor λ is 0.97. Duration of the tracking procedure, T new 
slices will be observed and T=200. The sampling interval is set at 1s.  

Simulation 1: Figs.2-4 presents the tracking results of adaptive PARAFAC-RLST algorithm under 
different DOA change trajectory. We set signals to noise rate (SNR) for 15dB. We can know obviously 
the adaptive algorithm is able to work to track DOA effectively for acoustic vector-sensor array. 

Simulation 2: This simulation analyzes algorithm performance according to the DOA trajectory of 
Figs.2-3, and the following simulation parameters are the same. Fig.5 shows DOA tracking 
performance comparison between our algorithm and batch PARAFAC algorithm. It is indicated that 
this algorithm has close angle estimation performance to batch PARAFAC algorithm, while the 
complexity of this algorithm is far lower than the batch - PARAFAC algorithm.    

Simulation 3: Fig.6 shows DOA tracking performance of the adaptive algorithm with different M, 
J=100, K=3. It is clear that the angle estimation performance of adaptive algorithm is improved as the 
number of antennas increases.  

Simulation 4:Fig.7 investigates the tracking performance of adaptive PARAFAC-RLST algorithm 
with different values of K, J=100, M=8.  From Fig. 7 we find that angle estimation performance of our 
algorithm degrades with the increasing of K. It is suggests that the interference between sources will 
reduce when the number of sources decreases. 
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Fig.2 The DOA tracking performance of adaptive 

algorithm, SNR=15dB 
Fig.3 The DOA tracking performance of adaptive 

algorithm, SNR=15dB 
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Fig.4 The DOA tracking performance of adaptive 

algorithm, SNR=15dB 
Fig. 5.The DOA tracking performance 

comparison of different algorithms 
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Fig.6 The DOA tracking performance with 

different values of M 
Fig.7 The DOA tracking performance with 

different values of K 

Conclusions 
In this paper, the problem of angle tracking for acoustic vector sensor array using adaptive 

PARAFAC-RLST algorithm has been addressed. The adaptive PARAFAC-RLST algorithm has close 
angle tracking performance to batch-PARAFAC, while the complexity load of adaptive 
PARAFAC-RLST algorithm is much less than that of it. The adaptive PARAFAC-RLST algorithm is 
more suitable for DOA tracking for acoustic vector sensor array, and numerical experiments illustrate 
the accuracy and efficacy of adaptive algorithm. 
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