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Abstract. This paper analyzes the theory of support vector machines-SVM and discusses the 
algorithms of SVM classification and regression. After overviewed the SVM application research 
on machinery fault diagnosis and prediction recently, it discusses the ,erits and deficiencies of SVM 
and the points out the bright application research on machinery fault diagnosis and prediction. It 
presents the SVM model for machine condition trend prediction. It is proved that SVM model has 
good predict ability for long time period by comparing the AR model and SVM model for a test 
system vibration signal. 

Introduction 
In order to achieve predictable on the basis of online condition monitoring and fault analysis 

based on electromechanical equipment maintenance, the use of intelligent diagnosis and indicate the 
method based on neural network. This method has the ability to approximate complex nonlinear 
systems and classification capabilities, but requires a lot of typical faults data samples and a priori 
knowledge. Due to various reasons, in practice it is difficult to obtain a large number of samples. 
Statistical learning theory is a specialized machine learning theory of small samples under the law, 
and the core concept is the VC dimension. On the basis of VC dimension theory and structural risk 
minimization principle, V. Vapnik et established and developed the support vector machines (SVM). 
It is based on a limited sample of information to find the best compromise between complexity and 
learning ability of the model to get the best generalization ability[1]. 

Support vector machine 
SVM is a new learning method based on structural risk minimization principle of the machine, 

which can make full use of the limited sample learning acquisition decision function with high 
generalization ability. Considering a two classification models, a training sample is defined as 
( ){ }ii yx , , where ix  represents the input vector and iy  represents the classification sign. The two 

classes of linear discriminant function of separable cases are as follows:  

    ( ) ( ) bxwxf +⋅= ϕ .                                                   (1) 

Where x  is the sample vector, w  is the weight vector, b  represents the classification threshold. 
Supposing there is a classification decision plane: 

    ( ) ( ) 0=+⋅= bxwxf ϕ .                                                (2) 
Which satisfies: 
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Thus, Eq.(2) is defined as the classification and ultra flat surface of support vector. 
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A two types of linear separable linear sample set ( ){ }N
ii yx , , ni ,,2,1 =  is given. The weight 

vector w  in hyperplane and classification threshold b  are both obtained. As to any support 
vector svx  and its classification label svy , it satisfies the following condition. 
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The maximum interval of the classification plane can be calculated as 
w
2 , Therefore, the 

maximum class interval is equivalent to the minimum. If the surplus plane need to classify all 
samples correctly, it must satisfy:  

( ) 01≥−+ bxWy i
T

i , Ni ,,2,1,0 = .                                        (5) 
Thus, the SVM hyperplane by solving the following constrained optimization problem was the 

solution: 
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Which is a A typical quadratic programming problem. The optimal solution is a saddle point of the 
following Lagrangian: 
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Where ia  is the Lagrange multipliers, The above optimization problem inverts into a dual form to 
get the solution: 
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According KKT conditions, those points on the boundary of two types of sample points fall in 
support vector machine SVM required solution. Classification decision function is obtained as 
follows: 
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Where ( )ji xxk ,  is the kernel function.  
The Gaussian kernel function is selected as the support vector machine kernel function in this 

paper. The form of Gaussian kernel function is shown as follows: 
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Thus, the optimal separating hyperplane is required: 
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For SVM with Gaussian kernel function, the parameters conclude penalty parameter C  and 
core width σ . The penalty parameter C  is made between the structure and the risk of sample 

636



error compromise. The value of C  is related to the tolerable error. A larger value allows small 
error and the smaller value allows larger errors. Core width σ  is related to the input space of 
learning sample or the width. If the extent of the input sample is large, the value is large. On the 
contrary, if the extent of the input sample is small, the value is also small. 

The prediction model based on SVM 

For a certain time series{ }nxxx ,,, 21  , ni ,,2,1 = , { }nx  represent the prediction target value. 
Establish the mapping relationship between input and output { }nn xy = : RRm → , where m  is 
defined as the embedding dimension. Then, the learning samples of Support vector machine can be 
obtained, which are shown as follows[2]: 
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The regression function for training support vector machine is defined as: 
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Then, the prediction value of No. 1+m  can be calculated: 
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The final prediction error (FPE) criterion is applied to evaluate the applicability of the proposed 
model and the embedding dimension of training model. The prediction process of SVM is shown as 
follows: 

(1) Enter the history sample data and and make pretreatment; Calculate the embedding 
dimension according to FPE criteria; Obtain the training and testing samples. 

(2) Model initialization. Assign a random initial value for iα , *
iα  and b ; Establish the 

objective function through training samples and calculate the value of iα , *
iα  and b . 

(3) Put the obtained parameter values into estimated function, and calculate the predicted value 
at a future time with testing samples. 

(4) Compute the error function, when the absolute value of the error is less than a preset value, 
the end of the learning process, otherwise continue to learn. 

The specific example analysis 
SVM theory is mainly applied in face detection and other pattern recognition, function 

approximation and nonlinear system control. The fundamental work of machinery and equipment 
operating status monitoring and fault is how to monitor and external signs, and get the correct 
information characteristic parameters for analysis and identification. The development bottleneck of 
troubleshooting is the lack of fault samples. Since SVM can achieve a good classification 
promotional purposes in small samples, more and more scholars applied SVM in this area research. 
Reference [3] discussed the classification algorithm of support vector machine in the field of fault 
diagnosis. Reference [4] used SVM model to distinguish the fault spectrum and the correct 
spectrum, and its result showed that the proposed model can correctly classify a variety of 
electronic equipment failures. Reference [5] based on the multi-class SVM algorithm, DAGSVM, 
proposed a variable increment iterative algorithm using misclassification of samples. Reference [6] 
combined the wavelet packet decomposition energy structure with the SVM classifier to fault 
diagnosis. 

In this paper, the vibration intensity value is used as the basis for the overall state of the 
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mechanical system failures forecasts. Take the mechanical system test bed vibration intensity daily 
average as a sample, a total of 94 sample data, the data is divided into two groups, the first 60 sets 
of samples are defined as training data, the other samples are defined as the testing data. The 
parameters settings of SVM is shown in Table 1.  

Table 1 The parameters settings of SVM 
Parameters Value 

ε  0.0001 
m  17 
C  1000 

Kernel function Radial basis function 
The one step ahead prediction and twenty steps ahead prediction of SVM model and Auto 

regression (AR) model are respectively implemented. The prediction results are shown in Fig.1 and 
Fig.2.  

60 65 70 75 80 85 90 95
1.7

1.75

1.8

1.85

1.9

1.95

2

2.05

2.1

Time(day)

Vi
br

at
io

n 
in

te
ns

ity
(m

m
/s

)

 

 
Actual data
SVM one step ahead  forecast data
AR one step ahead forecast data

 
Fig.1 The prediction results of one step ahead 

60 65 70 75 80 85 90 95
1.5

1.6

1.7

1.8

1.9

2

2.1

Time(day)

Vi
br

at
io

n 
in

te
ns

ity
(m

m
/s

)

 

 
Actual data
SVM 20 steps ahead  forecast data
AR 20 steps ahead forecast data

 
Fig.2 The prediction results of twenty steps ahead 

As can be seen from the above, when multi-step prediction, the prediction accuracy of SVM 
model is significantly better than the AR model, we can see that SVM model has good 
generalization ability. 

Conclusions 
The main advantage of support vector machine approach are: (1) Specifically for small sample. 

The real problems through non-linear transformation to convert to high-dimensional feature space, 
to ensure that the SVM has good generalization ability, while addressing the curse of dimensionality; 
(2) The AR model and SVM model experiments table vibration intensity forecast show that SVM 
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model has a high long-range prediction accuracy. 
Although the application research of SVM has yielded good results, there are some issues that 

need further study: (1) The performance of SVM depends on the choice of kernel function, how to 
choose the right kernel function to meet the non-linear non-mechanical equipment stable condition 
is worthy of discussion; (2) Further research is needed to improve the training of SVM algorithm 
slow to adapt to the requirements of real-time fault diagnosis. It will be achieved that SVM in the 
fault diagnosis and trend forecasting machinery and equipment will have good prospects. 
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