
1 THE RESEARCH BACKGROUND 

Stroke is a serious disease that currently threatens 
human life, its occurrence is a long process. Once 
contract the disease, it’s difficult to reverse. Causes of 
the disease have been linked to environmental factors, 
including a close relationship between the air 
temperature and humidity. Analysis the 
environmental factor on the incidence of stroke, its 
purpose is to conduct a risk assessment of the disease. 
At the same time, through the establishment of a data 
model to master the regularity in disease incidence, it 
has practical significance for health authorities and 
medical institutions to allocate the medical strength 
more reasonable, improving diagnosis and treatment 
environment, deploying the beds and medical drugs. 
Data (see Appendix-C1) comes from some city 
hospitals in China, includes the stroke patients’ 
information from January 2007 to December 2010 
and the corresponding period of local daily 
meteorological data (see Appendix-C2). 

2 ASSUMPTIONS OF THE MODEL 

1) Assuming that main factor for the incidence of 
stroke is decided by the temperature, pressure and 
average humidity. 

2) Assuming monthly average maximum and 
minimum temperature and barometric pressure and 
relative humidity are normal distribution. 

3) Assuming that whether the incidence among 
patients is independent 

4) All the missing data and erroneous data won’t 
do analysis 

5) Assuming that the total population of the city 

remained unchanged in four years, a total population 

of 0M . 

3 EXPLANATION OF SYMBOLS 

1X : Monthly average maximum gas pressure; 

2X : Monthly average minimum pressure; 

3X : Monthly average maximum temperature; 

4X : Monthly average minimum temperature;  

5X : Monthly average humidity;   

y : The number of monthly incidence; 

ib : )5,,1,0( i  Regression coefficients. 
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4 MODEL’S ESTABLISHMENT AND 
SOLUTION 

This paper establishes a mathematical model to 
research the relationship between the incidence of 
stroke, air temperature, barometric pressure and 
relative humidity. Then solving the mathematical 
model. 
Method 1. 

4.1 Establishment of multiple linear regression 
equation 

In practical problems, a random variable (such as 

count number of the incidence of stroke Y) is often 

associated with multiple 

variables mXXX ,,, 21  )2( m  with correlation. 

This model  analyzes problems with multiple linear 

regression, set up, 1X , 2X ,  , mX  follow a 

normal distribution, conduct independent 

experiments, experimental data were obtained as 

follows: 1kx , 2kx ,  , kxm and ky (k = 1,2,  , 

n), respectively 1X , 2X ,  , mX  and Y values in 

the k th observation test. 

If there is a linear correlation between the random 

variable Y and variable 1X , 2X ,  , mX , then we can 

use the follow multiple linear equations to describe. 

 0 1 1 2 2 my=b b b b mx x x             (1) 

Using least square method to determine the 

unknown paramet 0 1 2 mb ,b ,b , ,b (Denoted 

0b a ), considering sum of deviations squares. 
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In order to make 1S the minimum values, seeking 

the partial derivatives of 1S to a , 1 2 mb ,b , ,b and let 

them equal to zero, organizing get the following 

equation: 
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Where i = 1,2,  , m; j = 1,2,  , m; 

In particular, when i = j,  
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the sample variance of 
1ix , 

2ix ,  ,
inx  which 

indicate the observations of ; 
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where i = 1,2,  , m 

Using the elimination method, the equations (3) is 

easy to be reduced to the following equations: 
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      (4) 

So, we can start with the last m equations to get 

the solution
1b̂ ,

2b̂ ,  , ˆ
mb ; then substituted into the 

first equation, that was, 1 1
ˆ ˆˆ ˆ

m ma y b x b x    . 

Substituted the solutions ( â , 1b̂ ,
2b̂ ,  , ˆ

mb ) into the 

equation (1), which is obtained from equations (4), to 

get the multiple linear regression equation: 

ŷ = â + 1 1b̂ x + 2 2b̂ x ++ ˆ
m mb x  

4.2 Statistical Analysis 

Let Y’s fitting isŶ , to fit the error e = ˆY Y called 

residuals. While 
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sum of residual squares (or residual sum of squares), 

i.e Q ( ̂ ), reflecting the effect of random errors on y. 

Now decomposing the sample variance of Y,  
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
   called regression sum 

of squares, reflecting the independent variable’s 

influence on Y. 

5 HYPOTHESIS TESTING OF THE 
REGRESSION MODEL 

Whether there exist a model between dependent 

variable Y and Independent variable 1x , 2x ,  , 

mx . 

0 1 1 ( 2)m my b b x b x m     

The linear relationship shown above need to be 

inspected, so make null hypothesis as 
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0H :
jb =0 (j=1, 2,  , m) 

Test methods is similar as variance analysis, when 

0H  is set up, previously defined U, Q satisfy  

( , 1)

1

U

mF F m n m
Q
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There is 1  quantile 
1F  )1,( mnm in the 

significance level  , if 
1F F  )1,( mnm ,then 

0H  is acceptable; Otherwise, reject. 

6 SOLVING MULTIPLE LINEAR REGRESSION 
EQUATION 

Note: the monthly average maximum pressure is 
1x , 

monthly average minimum pressure is 
2x , monthly 

average maximum temperature is 
3x , monthly 

average minimum temperature is 
4x , monthly 

average relative humidity is 
5x , the number of 

monthly incidence of disaster is y, set 
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i xbby 

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1

0
. 

Now disaggregate the data statistical by month, the 

data is omitted. 

By MATLAB programming, seeking  

0 9936.4b   , confidence interval  52462,72335 ; 

2.891 b , confidence interval  328,150 ; 

7.752 b , confidence interval  131,283 ; 

1.1293 b , confidence interval  27,285 ; 

4.1624 b , confidence interval  342,18 ; 

4.315 b , confidence interval  0,63 ; 

0000.02 R , 0000.0F , 0000.0p . 

As for 0000.02 R , and the confidence intervals for 

each regression coefficient contains zero, therefore 

reject the hypothesis of linear regression above to 

improve the model’s performance. 
Method 2. 

6.1 Establishment of multiple binomial regression 

equations 

Set up pure quadratic regression equation as follow: 
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(5) 

By MATLAB programming, get figure 1. 

Derivation of the regression coefficients:  

5453360 b , 4.108971 b , 

02.120312 b , 8216.1153 b , 

2813.44 b , 0992.3995 b , 

3836.511 b , 9565.522 b ,  

2225.533 b , 9394.444 b ,  

55 2.6226b   

Residual standard deviation: 6278.456rmse  

As long as the above-mentioned factor substitution 

(5), that was binomial regression equation. 
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Figure 1 Interactive drawing 

 

6.2 Using binomial regression model to predict 

Using the regression model 
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runs in the MATLAB interface, it will be able to 

enter a given 0x = ( 01x , 02x ,  , 05x ) to predict 0y , 

such as: 

When 8.101701 x , 1708.101302 x , 1375.2103 x , 

575.1304 x , 9375.7005 x . 

1909



Get 1449.7020315.12410 y . 

By forecast, it will be helpful to arrange the 

number of doctors and hospital beds reasonable. 
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