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Abstract: Aiming at the problem that the large flutter of mobile platform makes the camera screen 
blur, a compound image stabilization system was designed which includes mechanical and electronic 
image stabilization. In this system, the mechanical part is used to compensate the deflection, which can 
maintain the elementary stability of the camera. At the same time, the electronic part based on 
sub-block gray projection algorithm can maintain the stability of video images and effectively restrain 
the interference of local moving objects such as vehicles in the pictures.The experimental results show 
that the average PSNR of video images is raised 16dB after stabilization and the system can meet the 
real-time requirement.  

Introduction 
The working environment of mobile platform is out of control in many cases, and the camera system 

on the platform is inevitably influenced by the motion and vibration of carriers.This makes the display 
image shaking and fuzzy. So the image stabilization processing is necessary.On one hand, people can 
achieve better image details and feel comfortable with the perception of observation by the stable 
video,which contributes to the artificial observation and cognition. On the other hand, image 
stabilization can also be used as the preprocessing of subsequent processing which includes 
identification, tracking and compression coding.  

Image stabilization technology includes optical image stabilization, mechanical image stabilization 
and electronic image stabilization [1]. The precision of optical one is high, but the cost is relatively 
high. The accuracy of mechanical one is closely related to the hardware cost. In [2], the stability and 
control methods of some new-type of mechanical stabilization platforms are analyzed, and their 
applications in the military field are described. The electronic one is widely used because of the 
advantages such as easy operation, high flexibility, etc [3]. The electronic image stabilization also 
includes the block matching, the feature matching [4-5], and the gray projection. The gray projection 
method estimates the motion vector by the whole gray distribution of the image,which can reduce the 
calculation quantity while ensuring certain accuracy[6]. In recent years, many scholars have improved 
the gray projection method and made some progress. In [7], the improved circular projection algorithm 
is used to reduce the interference of the moving foreground to the motion estimation by using the 
adaptive block based on the bit plane of Pyramid. In [8], the accuracy and real-time performance of 
motion estimation are improved by screening the sub regions according to the gray gradient. However, 
the above-mentioned literatures do not solve the problem of large-scale migration. In view of the 
problems of large-scale flutter of mobile platform and the interference of moving foreground, this 
paper proposed a compound image stabilization method. The method achieves coarse control by 
mechanical image stabilization and fine control by electronic one, and finally realizes good stabilization 
under complex background.  

Mechanical image stabilization based on MPU6050 
In the course of operation, the large-amplitude jitter of the mobile platform is easy to occur due to 

the bumps of the road surface. The front frame of camera system often goes out of the camera’s field of 
view, which will make two adjacent frames irrelevant, as shown in Fig.1. In this case, the electronic 
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image stabilization method is no longer applicable. Mechanical image stabilization method must be 
applied. 

 
Fig.1 Large-amplitude jitter of camera system 

At present, the method of mechanical image stabilization is mostly used in military field. The method 
usually requires high-precision fiber optic gyro (FOG) and servo motor to realize image stabilization. 
And the system is quite expensive. In this paper, a low-cost method of mechanical image stabilization 
was designed in order to ensure the basic stability of camera system. 

  Hardware design of mechanical image stabilization 
The overall structure of mechanical image stabilization is shown in Fig.2. It mainly includes the 

master control module of MSP430, the angle acquisition module of MPU6050 and the angle 
compensation module of stepping motor.  

 
Fig.2 Overall structure of mechanical image stabilization 

Angle acquisition module uses six-axis motion sensor MPU6050. It integrates three-axis MEMS 
gyroscope, three-axis MEMS accelerometer, and each axis corresponds to a 16-bit ADC. Among them, 
the measurable range of the gyroscope is +250, +500, +1000, +500 °/s, and the measurable range of the 
accelerometer is ±2, ±4, ±8, ±16 g, which can measure the angle change of less than one degree [9]. 
MPU6050 also includes digital motion processing (DMP) engine, which can reduce the load of 
complex data fusion.  

The two-phase and four-line stepping motor is selected in the angle acquisition module. The design 
of the step angle of about 1 degree can meet the requirements of rapidity and stability because the 
mechanical image stabilization will solve the problem of the large-angle deflection of camera.  

Software design of mechanical image stabilization 
In this paper, the data of the acceleration and the angular velocity of the gyroscope are processed by 

the quaternion algorithm, and Euler angle is obtained.  
Define the quaternion q for a four-dimensional vector:  
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In Eq.1, α  is the rotating Euler angle; xe , ye and ze are respectively X, Y, and Z Euler axis.  

According to the rotation order Z→X→Y，the attitude matrix can be obtained by Euler angles and 
the quaternion.  
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In Eq.2, ϕ  is the roll angle; θ  is the pitch angle; ψ  is the heading angle.  

When Euler anglesϕ，θ，ψ ( , )
2 2
π π

∈ − , the conversion relations between Euler angles and the 

quaternion are shown in Eq.3.  
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After calculating the deflection angle of the camera, the single-chip microcomputer MSP430 drives 
and controls stepping motor to compensate the angle so that the camera will maintain in a generally 
stable or slightly shaking state. Program flow chart is shown in Fig.3.  

 
Fig.3 Program flow chart of the software design 

Electronic image stabilization based on sub-block gray projection 
After the processing of mechanical image stabilization, the video output of the camera system only 

exits some small, high frequency jitters. This paper conducts the second improvement, making use of 
electronic image stabilization based on sub-block gray projection.  

Firstly, the method grays each frame in the video sequence. Then, the gray values in  two horizontal 
and vertical directions are respectively mapped into one-dimensional wave. That is to say, 
one-dimensional gray information in two directions can represent two-dimensional image 
information[10-11]. The formula can be expressed as follows.  
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In Eq.4, ( )n ,G i j  stands for the gray value of the Nth frame image’s pixel in coordinates ( ),i j ; 

( )nG j  means the superimposed gray value of the column J in the Nth frame; ( )nG i  means the one of 
row I.  

After gray projection curves of row and column are obtained, two curves in the current frame and 
the ones in the reference frame are calculated through cross correlation. The motion vector in the 
horizontal or vertical direction between the current frame and the previous frame is the only peak to 
peak value of the two curves. The correlation calculation is as follows.  
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In Eq.5, ( )rG j  and ( )rG i  respectively represent the gray projection values of column J and row I 
in the reference frame image; N and M are the calculated numbers of columns and rows; n and m are the 
search width in the horizontal and vertical directions.  

It assumed that 
minHω and 

minvω are respectively the minimum values of Hω and Vω . Then, the motion 
vectors of the Nth frame image which is relative to the reference frame in the horizontal and vertical 
direction are as follows[12].  
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The method of traditional gray projection can only detect the movement in the simple and fixed 
scenes when the camera system moves in the horizontal and vertical direction. However, there are a lot 
of moving vehicles such as pedestrians and other targets in the traffic scene, which is easy to interfere 
the motion estimation. In this paper, the method of  sub-block gray projection is used to solve the 
problem.  

Selection of reference frame 
The appropriate selection of reference frame is the precondition of the accurate inter-frame motion 

estimation. Generally there are 2 ways to choose: 1) Fixed frame matching, which uses the first frame 
image as a reference frame and the subsequent images as the current frame; 2) Adjacent frame 
matching, which uses the first frame of two adjacent frame images as the reference frame and the 
second frame as the current frame. 

There are a lot of moving objects in the traffic scenes, so the difference between the first frame 
image and subsequent frame are quite big. Thus, it’s more appropriate selecting adjacent frame 
matching. 

  Division and selection of sub blocks 
The motion vectors of sub blocks are calculated after dividing the video image. The size of the sub 

block not only affects the amount of calculation, but also affects the accuracy of motion estimation. 
The size of image, the number of sub blocks, and the richness of gray information should be considered 
when dividing the video image[8]. In this paper, the video image is divided into 25 sub blocks, as 
shown in Fig.4.  
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Fig.4 Division of sub blocks 

Some sub blocks exist moving objects, which will affect the estimation of local motion vectors. 
These sub blocks should accordingly be removed. In this paper, the moving objects are detected by 
using the difference method of two adjacent frames. The calculation of the inter-frame difference is as 
follows.  
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In two formulas, ( ),nG i j  and ( )1 ,nG i j−  are respectively the pixel values of two adjacent frames in 

coordinates ( ),i j ; ( ),nD i j  is a difference image; ( ),nR i j  is a binarization image after the difference; 
T is the set threshold.  

If there is a large number of moving objects in a certain sub block, the sub block should be removed. 
Fig.5 is the image after the selection. 

 
Fig.5 Selection of sub blocks 

Global motion estimation 
Multiple local motion vectors of sub blocks are obtained after the calculation. Most of the local 

motion vectors can reflect the global motion of the image because there are few complex motions such 
as rotation now. So median filtering method is used to estimate the global motion. The local motion 
vector is sorted, and the resulting intermediate vector can be regarded as the global motion vector. This 
method avoids the complicated mathematical operations of other method like random sample 
consensus (RANSAC), which improves the real-time requirement of image stabilization.  

Results and analysis of experiments 
The experimental hardware platform includes the laptop computer of Intel Core i5/2.6GHz, the 

camera, MSP430, MPU6050, stepping motors, etc. Some experiments are carried out with a real 
traffic video. The frame rate is 15 frame/s , and the resolving power is 720×640. On one hand, the 
mechanical image stabilization based on MPU6050 is used to compensate the large deflection of the 
camera. On the other hand, the electronic image stabilization based on sub-block gray projection is 
used to stabilize the real-time video by VS2010 and OpenCV. The image stabilization region is 
640×480 in the center.  

Fig.6 is the original video sequence in 5th, 20th, 35th, 50th, 65th, 80th frames. It can be found that 
there are some large or small offsets of the images. Fig.7 is the corresponding sequence after 
compound image stabilization processing in this paper. It turns out that the previous offsets are 
eliminated and the compound method can play a good stabilization effect. 
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                Fig.6 Original video sequence       Fig.7 Corresponding sequence after processing 

The evaluation of stabilization performance is also an important part of image stabilization 
technology. In addition to the subjective evaluation of the human eye, the commonly used objective 
index is peak signal to noise ratio (PSNR)[13].  

In this paper, the PSNR of the adjacent frames is defined as follows.  
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The bigger PSNR value is, the better the image stabilization effect is. In this paper, the only 
electronic image stabilization is compared with the compound image stabilization.  

 
Fig.8 Comparison of PSNR values 

Fig.8 is a comparison of the PSNR of the original video sequence and the sequences after two image 
stabilization methods. When it comes to the large change of two frames, the only electronic image 
stabilization is very difficult to get the obvious effect. In comparison, the effect of the compound image 
stabilization is relatively stable. After using the only electronic image stabilization, the average PSNR 
of each frame is raised about 8dB. But after using the compound image stabilization, the average PSNR 
is raised about 16dB.  

Summary 
In this paper, MPU6050 is used to measure the deflection of the camera, and MSP430 controls 

stepping motors to eliminate the large angle. At the same time, the electronic image stabilization of the 
sub-block gray projection is used to stabilize real-time traffic video. So the compound image 
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stabilization comes true. The experimental results show that the method can not only stabilize the large 
angle deflection, but also can effectively inhibit the interference of local moving objects. And the 
average PSNR is is increased by about 16dB after the processing of the method. 
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