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Abstract. Security is always a serious issue influencing the development of Software-Defined 
Network (SDN). The central control mechanism makes the SDN controller a bottleneck of the 
network which is vulnerable to network saturation attack. In this paper, we propose an approach to 
defense this kind attack. Firstly, we add a miss matched packet cache module in the OpenFlow 
switch which can temporarily cache the packets that don’t match in the flow table. Besides, we 
apply the mechanism of separating the header and payload of packets in the cache queue once the 
switch detects the volume of cache queue exceeding the threshold of the cache size. In addition, the 
switch can classify the packets headers and send it in an alert message to the SDN controller for 
further processing. At last in the paper, we evaluate the effort of our proposed approach in Mininet. 
With our approach, the SDN network can effectively defend the network saturation attack. 

I. Introduction 
The Software Defined Networking (SDN)[1] is a disruptive innovation in the networking 

industry which decouples the control plane from the data plane. SDN supports fine-grained network 
management policies so that the network configuration and management can be handled by the 
centralized controller which facilitates the upgrade of functionality and debugging. OpenFlow[2] is 
a standardized protocol which defines the southband interface of SDN. OpenFlow promotes the 
programmability of the network making it more flexible and efficient.  

However, security is a serious issue which influences the development of SDN. Current 
OpenFlow protocol adopts a reactive caching mechanism where whenever a switch does not find a 
matching rule for the flow of one of its incoming packets, the packets will be send to the controller 
asking for the flow rules and the other packets belongs to the same flow will be stored temporarily 
in the switch’s buffer. This mechanism brings two main drawbacks. Firstly, in the SDN network, 
controller becomes the single point which is vulnerable to several of attacks. A large number of 
table miss messages from the attackers may exceed the processing capabilities of the controller 
which will cause a DoS attack so that the controller cannot process legal packets. Secondly, the 
reactive caching mechanism also makes switches vulnerable to a DoS attack where malicious users 
flood the switch with large payload packets that belong to different flows. These malicious packets 
are likely to be no match with the flow tables in the switch which require sending queries to the 
controller. The switch has to store these large payload packets in the buffer for forwarding that will 
easily fill up the buffer. As a result, some new coming legitimate packets will be dropped. In this 
paper, we mainly focus on solving the two issues above. 

We add a cache module which stores the miss match packets in the OpenFlow switch. We 
implement a threshold based packet header and payload decoupled mechanism in this cache module. 
When the threshold has been reached, the switch will send all these miss match packets to the cache 
module and decouple all packets’ headers and their payloads. Then the module will arrange the 
packets into five tuples flows and send them to the controller as an alert message for deep 
inspection. The application we develop in the controller will analyze the flows and install defense 
flows in the corresponding switches to restrict the attackers. In this way, the buffer queue can be 
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reduced significantly and the switch will be more robust to the saturation attack. In addition, we 
verify the effort of our approach in the Mininet environment. 

The paper is organized as follows: Section 2 mainly introduces the state of the art of SDN 
network security threat and the related works on relieving the influence of the attacks. Section 3 
presents the design of our approach and gives the implementation method. In section 4, we analyze 
the performance of our approach and give the experiment result to prove. Section 5 gives the 
conclusion of our work. 

II. Related Work 
SDN security has always been a hot topic since SDN concept emerges because that SDN is a 

double-aged sword for network security. The new features of the SDN paradigm bring great benefits 
to the networking security. [3] lists three core characteristics that differentiate SDN networks from 
traditional networks from a security perspective, global network view, self-healing mechanism, 
increased control capabilities. [4] combines SDN and sFlow[5] monitor to defend the DRDoS attack. 
It decouples the controlling function from monitoring to minimize the cost of controller. [6] 
proposes an approach to quickly detect DDoS attack in the network. It takes advantage of the 
central control concept of SDN and uses entropy to identify the attack in the early time. [7] 
proposes a lightweight DDoS flooding attack detection approach using OpenFlow which uses 
neural network technique to classify the anomaly traffic. [8] proposes a SDN based malware 
detection system in mobile network which monitors the network traffic to detect mobile malwares 
and cooperates with SDN controller installing rules to implement access control.  

However, the security of SDN or OpenFlow itself remains to be addressed. Some serious 
security issues are specific to SDN. [9] lists 7 threat vectors in SDN which has to be tackled. 
Among these, the attacks on control plane communications, the attacks on controllers and the lack 
of mechanisms to ensure trust between the controller and management applications are specific to 
SDN. These vulnerabilities may bring serious security disasters to the SDN network. Some work 
has been done to tackle the SDN security issues. AvantGuard [10] is proposed to solve the SDN 
network saturation attack. AvantGuard implements a TCP SYN proxy as a module in the SDN 
switch so that it can only serve the flows which finish the TCP handshake. AvantGuard can alleviate 
TCP saturation attack effectively which however, has some limitation for other protocols. 
FloodGuard [11] is another approach which is also proposed to defend saturation attack in both 
control plane and data plane. FloodGuard adopts proactive flow rules to preserve network policy 
enforcement and packet migration mechanism to protect the controller from being overloaded. 
However, it cannot detect who the attacker is and stop it from attacking. 

III. Design and Implementation 
Our approach is proposed to solve the security of SDN network itself. We mainly focus on SDN 

network saturation attack on both control plane and data plane. We will discuss the method in the 
following parts. 
A. Overview of the System 

Figure 1 shows the architecture of our proposed system. Our work mainly includes two parts. 
Firstly, we add a cache module to restore the miss match packets in the buffer queue. Then we 
propose a threshold based packet header and payload decoupled mechanism which is implemented 
in the proposed module in order to defend the buffer saturation DoS attack. The module will 
constantly monitor the buffer state. Once the threshold is exceeded, the decoupling process will be 
triggered and an alert will be send to the controller for further process. Secondly, we develop a 
security analysis application in the controller to analyze the alert message from the data plane. Once 
the attackers are confirmed, the corresponding flow rules will be installed to prevent the attack. 
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Fig. 1. Overview of the System Architecture 

B. Packet’s header and payload decoupled mechanism 
In the common OpenFlow switch, there is a flow table which is used to store the forwarding 

rules indicating an action about how to handle the incoming flows. If there comes a new flow that is 
unmatched in flow table, the switch will forward the packet or packet header of the flow to the 
controller for inquiring. As OpenFlow protocol adopts the reactive caching mechanism, the switch 
is vulnerable to the saturation attack where the miss-matched flow’s packets will be cached 
temporarily on the switch’s buffer. The malicious users can flood the switch with large payloads 
packets which belong to different flows. The limited buffer of the switch can be filled up quickly. 

To address this issue, we proposed a mechanism which decouples the packet payload from the 
header. This procedure is parallel with the process of common OpenFlow switch. Once the buffer 
queue size exceeds the threshold T, the decoupling modules start to run. At the same time, switch 
still forwards the miss match packet header to the controller querying for the flow rules. After the 
first step of decoupling, the switch will classify the packets header according to 5 tuples including 
source IP address, destination IP address, source port number, destination port number and protocol 
type. In addition, the packets’ statistics number of each flow will be recorded. The information will 
be send to the controller as an alert message through an external channel defined by us. The security 
application in the controller will further process the alert message.  

The existing technique such as entropy value[6] or neural network[7] could analyze the statistics 
characters of the uploaded alert messages. Once the attack behavior is detected, the controller can 
immediately install the rules to restrict the attacker. The whole procedure of our design is shown in 
Figure 2. 
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Fig. 2. The flow diagram of the packet processing 
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C. The security analysis application in the controller 
In Figure 1, security alert agent is used for listening the data plane alert continuously. Once the 

agent receives an alert message, it will pass it to the traffic analysis application for processing. We 
develop this APP in the controller which can calculate each tuple’s entropy value of the flows. 
Entropy can reflect the traffic variation of the data plane, which further can identify the attack mode. 
Lots of researches have proven that some attributes such as IP address, port number and type of 
protocol, which have a strong character of autocorrelation and heavy-tailed property[12] that can be 
used to judge whether the traffic is abnormal. So we can utilize entropy to quantize each attribute of 
the traffic flow. 

The traffic analysis application we develop is entropy based which can analyze the alert message. 
The APP is SVM algorithm based which can train the normal traffic and attack traffic model in 
advance. When the alert message arrives, the traffic analysis application will transfer the attributes 
in the message into entropy value to reflect the traffic condition of the switch. 

IV. Performance Analysis and Experiment 
A. Performance Analysis 

In this section, we mainly analyze the performance of the proposed approach. We assume that the 
packets arrive at the switch according to a Poisson process and the arrival rate is  under the 
normal situation while the service time of the switch is exponential with the parameter of . The 
mean service time for processing one miss matched packet is Q. We assume the mean value of the 
packet length is l. As the length of the buffer is L, we can get that the buffer can store  packets 

where  under the normal traffic situation. Once the buffer is filled up, the switch will drop 
the new incoming packets. So the model of the switch buffer is M/M/1/N. When the attack starts, 
the arrival rate of the packet turns into  while the mean value of the packet length turns into . 

So the buffer can only store  packets where  when the saturation attack happens. We 
can get that not only the packet arrival rate increases but also the storing capability of the buffer 
decrease as the attack packet usually has large payload. We can calculate that the packet loss 
probability  which means the buffer is full in the normal state. 

                            (1) 

                                (2) 
When the attack happens, the buffer size will decrease from  to  and arriving rate will 

increase from  to . The packet loss probability  will increase significantly which means a 
lot of miss-matched flows will be denied of service. 

With our method, all the miss-matched packets will be send to the cache module waiting for 
process. Once the threshold is reached, the cache will decouple the payload from packet header. 
With the help of the decoupling, the cache can store more packets just with the header information 
that is enough for the controller to further analyze. 
B. Experiment Result 

We use Mininet as our evaluation environment. We apply POX[13] as the SDN controller 
platform and develop the security application on it. Then we use Scapy[14] to forge UDP packets 
and send attack packets to the OpenFlow switch as Figure 3 shows. At the same time, the client 
sends benign TCP request to the server through the switch. We measure the first miss matched 
packet delay from the client. 
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Fig. 3. Experimental Topology 

 
From Table 1 we can see that without flooding traffic it takes an average time about 30ms to 

process and forward the first packet of a new flow in the original OpenFlow network. However, 
when the attacker continually sends new flows with large payload to the switch, the delay will be 
infinite as the buffer is full and all the new miss-matched packets are dropped. As we adapt 
additional cache module, miss matched packets will be directly sent to the cache module waiting for 
forwarding to the controller. At normal traffic situation, it also takes about 30ms to forward the first 
miss match packet and the extra time can be negligible. When the attack begins, it will take the 
controller about 310ms to handle the alert message and return the new rules. The main delay is on 
account of the security app’s processing time in the controller. 
 

Table 1. Comparison of OpenFlow and our approach about delay 
Time delay OpenFlow Our Approach 
Normal traffic 30ms 30ms 
Under UDP attack ∞ 310ms 

V. Conclusion 
In this paper, we propose to add a cache module in the OpenFlow switch which can decouple the 

payload from the packet header once the threshold is exceeded. With the help of this method, the 
cache size in the switch will increase which can accommodate more incoming miss matched 
packets. What’s more, the cache module can organize these packet headers into different flow 
indexes and forward them to the controller encapsulating in an alert message. The traffic analysis 
application in the controller will analyze the message based on entropy and SVM algorithm. As a 
result, the application can install defense flows on the corresponding switches to prevent the attack. 
In the experiment, we mainly test the performance of our proposed approach in Mininet. The result 
shows that when the flooding attack happens, the benign user can still be served. 
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