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Abstract. Semi-supervised Clustering with constraints is an active area of machine learning and data 
mining research.. Shental used the Expectation Maximization (EM) procedure to handle 
semi-supervised Gaussian Mixture Models (GMM) estimation, in which positive and negative 
constraints are incorporated with to improve clustering results. However the conventional EM 
algorithm only produces solutions that are locally optimal, and thus may not achieve the globally 
optimal solution, and it is sensitive to initialization, moreover, the number of components of mixture 
model must be known in advance. This paper introduces the artificial immune clonal selection 
algorithm into semi-supervised GMM-based clustering techniques, where the EM algorithm is 
incorporated with the ideas of a clonal selection algorithm. The new algorithm overcomes the various 
problems associated with the traditional EM algorithm. It can improve the effectiveness in estimating 
the parameters and determining simultaneously the optimal number of clusters automatically. The 
experimental results illustrate the proposed clustering algorithm provides significantly better 
clustering results. 

Introduction 
 One of the most interesting techniques in pattern recognition, data mining and knowledge 

discovery is clustering. Semi-supervised clustering approach uses additional constraints to guide the 
clustering process, which has attracted significant research effort in machine learning and data 
mining communities. Semi-supervised clustering is usually performed by imposing some constraints 
to an existing clustering method. As K-means algorithm is a popular technique in data clustering for 
its simplicity and ease implementation, several research work has been done to take into account 
limited user supervision with K-means. Basu et al. utilized a small number of labeled samples to 
generate initial centroids for K-means[1]. Wang and Li 
proposed an active semi-supervised spectral clustering based on actively selecting inform[2]. 
Abdullin et al. proposed mutual semi-supervision clustering for heterogeneous data[3]. Chen et al. 
proposed a semi-supervised approach by using spectral clustering[4]. Ahmed et al. proposed a new 
semi-supervised hierarchical active clustering based on ranking constraints for analysts 
groupization[5].  

Fig.1 shows a simple example of the role pairwise constraints can have when used for 
semi-supervised clustering. Any of the partitions (b) and (c) of the data items in (a) can be solutions to 
an unsupervised clustering algorithm, and for some algorithms the choice will depend on random 
factors (such as the initialization of the prototypes). By providing pairwise constraints like the ones 
pictured in (d), the user can guide clustering to the solution he prefers. 

Among various clustering methods, GMM are one of the more widely used methods for 
unsupervised clustering of data, where clusters are approximated by Gaussian distributions, often 
performing better than the hard-partitioning clustering algorithms such as K-means, as well as 
hierarchical clustering methods. However, there are some challenges associated with mixture 
modeling, for example, estimation of the parameters of the mixture models and choosing the optimal 
number of components. Recent literature shows better performance of these methods with respect to 
totally unsupervised ones even with a small amount of side information. Shental et al.[9] propose a 
constrained Expectation-Maximization procedure that fits a Gaussian mixture model to a data set. 
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They provide an EM algorithm for using only must-link constraints, and a generalized EM algorithm 
for use with both must-link and cannot-link constraints.  

As we know, the standard EM has some inherent drawbacks, such as requirement the number of 
components in advance, sensitivity to initialization and possible convergence to the boundary of the 
parameter space. In view of such conditions, a novel global search mechanism based the clonal 
selection algorithm into semi-supervised GMM clustering techniques is proposed in this paper. The 
novel algorithm can improve the effectiveness in estimating the parameters and determine the optimal 
number of clusters automatically.  

 

 
Fig.1  Influence of pairwise constraints on clustering: (a) data items to cluster, (b) and (c) alternative 

potential solutions for unsupervised clustering, (d) specification of pairwise constraints (red 
continuous line for the must-link and green dashed line for the cannot-link), (e) solution obtained by 

semi-supervised clustering using these constraints. 

Semi-supervised GMM 
Standard EM Algorithm   

GMM are often used in generative clustering algorithms, where each Gaussian source is 
interpreted as a different cluster. A GMM is usually computed in an unsupervised manner using the 
Expectation Maximization algorithm. Shental et al. present a closed form EM algorithm for handling 
positive constraints, and a generalized EM algorithm using a Markov network for the incorporation of 
negative constraints[6]. 

First, consider the EM algorithm for a standard mixture with K components. For a set of 
samples ( )NXXXX ,,,~

21 = , assumed to be generated independently, we define the potential as the 
negative complete data log likelihood, that is,  
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where kα  denotes the weight of each Gaussian, kθ  its respective parameters, and K denotes the 
number of Gaussian sources in the GMM. ( )⋅p is the component density specified by parameter set kθ , 
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{ } { }{ }kk αθ ,=Θ  and [ ]ikMM = is the assignment matrix with ikM if sample ix is assigned to component 
k; else 0=ikM .  
Constrained EM: the update rules 

1) Incorporating positive constraints 
Let a chunklet denote a small subset of data points that are known to belong to a single unknown 

class. Chunklets may be obtained by applying the transitive closure to the set of “is-equivalent” 
constraints. 

The expectation of the log likelihood is the following[12]: 
( )( ) ( )( ) ( )log , , , , log , , , ,new old new old
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we can obtain 
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We differentiate (3) with respect to lµ , lΣ  and lα . We get the following rules: 
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where jX denotes the sample mean of the points in chunklet j, jX  denotes the number of points in 
chunklet j and new

jlC  denotes the sample covariance matrix of the jth chunklet of the lth class.  
2)  Incorporating negative constraints 

Assume we have a group ( ){ }P
iii aa 1

21 , ==Ω  of index pairs corresponding to P pairs of points that are 
negatively constrained, and define the event ΩE ={Y complies with the constraints}. We can get  
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We derived an EM procedure which maximizes ( )( )ΩΘ EXp ,log . The update rules are  
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( )( )Tnew
li

new
lii xxl µµ −−=Σ̂ denotes the sample covariance matrix. Note, however, that now the vector 

of probabilities ( )ΩΘ= EXlyp old
i ,,  is inferred using the net. 

Semi-supervised Immune Clonal Selection EM Algorithm(IEM) 
The immune system can be considered to be a remarkably efficient and powerful information 

processing system which operates in a highly parallel and distributed manner[7]. Immune Clonal 
selection remembers by stimulating the growth of cells that bind to the antigen. When an antigen is 
detected, those antibodies that best recognize this antigen will proliferate by cloning. During the 
process of cell division (reproduction), individual cells suffer a mutation that allows them to become 
more adapted to the antigen recognized: the higher the affinity of the parent cell, the lower the 
mutation they suffer. 
Antibody Encoding 

In our IEM algorithm, antigen represents a problem, and antibodies represent candidates of the 
problem. The limited-length character string laaaa 21

~ =  is the antibody coding of variable x , 
denoted by ( )xha =~ , and x  is called the decoding of antibody a~ , expressed as ( )ahx ~1−= . Set I is 
called antibody space, namely Ia ∈~ . The antibody population { } n

n IaaaA ∈= ~,,~,~
21   is an n-dimensional 

group of antibody a~ ,  namely, ( )1 2{ : , , , , ,n
n kI A A a a a a I= = ∈   


1 }k n≤ ≤ , where the positive integer n is 

the antibody population size. 
In our algorithms, each mixture model is coded as an antibody to represent a possible solution of 

the Gaussian mixture model: each antibody gene is composed of two parts. The first gene segment is 
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binary which is used to encode the number of clusters, where the length of this part is determined by 
the maximal number of allowed components maxK . Each of these bits is related to a particular 
component. If a bit is set to zero, then its associated component is omitted for modeling the mixture, 
while setting the bit to one includes the component. The second gene segment consists of floating 
point values representing the parameters of the models, which length is ( ) 21++= DDDL . The 
parameters for each cluster include the mixing proportion kπ , the mean vector kµ  and the covariance 
matrix kΣ . 
Antibody-Antigen Affinity 

The minmum description length (MDL) criterion is used as the antibody-antigen affinity for 
model selection. The best individual is the one that has the lowest MDL value. The MDL criteria is a 
consistent estimator of model order that is expressed as 
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The fitness of the antibody ia~  is ( ) ( )
minmax

max
~

~
MDLMDL
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−

= , where maxMDL and minMDL  are the highest and the 
lowest MDL value respectively. The fitness of an antibody is evaluated by invoking an R-iteration 
EM algorithm. Starting from the mixture model indicated by an antibody, the algorithm runs the 
E-step and the M-step for n iterations.  
Algorithm description 

We integrate the process of EM into the clonal selection algorithm, thus obtaining a method which 
is able to simultaneously perform estimation of the model parameters and determining the optimal 
number of clusters automatically. The total process of the proposed IEM is in the following: 

Step 1: Give the antibody population n. Randomly generate the original antibody population 
( ) ( ) ( ) ( ){ } 0:,0~,0~,0~0 21 =∈= tIaaaA n

n ; 
Step 2: Perform R EM steps on each antibody ( )tai

~ , ni ,2,1= . Compute the antibody-antigen 
affinities MDL of all the antibodies in ( )tA , and get the antibodies fitness of ( )tA  ; 

Step 3: Antibody Clone: 
( ) ( )( ) ( )( ) ( )( ) ( )( )[ ]Tn

C
c

C
c

C
c

C
c taTtaTtaTtATtY ~,,~,~

21 ==  
Step 4: Clonal Mutation: ( ) ( )( )kYTkZ C

m=  
Step 5: Affinity maturation: Perform R EM steps on antibody population ( )tZ . Compute the 

antibodies fitness of ( )tZ .  
Step 6: Clonal selection: ( ) ( )( )tZTtA C

s=+′ 1  
Step 7: Clonal death: ( ) ( )( )11 +′=+ tATtA C

d  
Step 8: t=t+1；If the stop criterion is achieved, then stop, otherwise go to step 2. 

Experiment Results 
We test our IEM algorithm on both artificial data and real-world data, and compare the results with 

the K-means algorithm and five prevalent semi-supervised methods: (1) The hard-clustering method 
based on K-means (COPK) [1]; (2) The constraint-based approach of a semi-supervised clustering 
scheme has been used for initial seeding of the clusters, which. keeps the grouping of the labeled data 
fixed throughout the clustering process (CK)[2]; (3) The constrained hierarchical agglomerative 
clustering with integrated metric learning(CL)[4]; (4) Two semi-supervised Gaussian mixture models 
clustering algorithms (PEM and FEM)[9].  

In order to evaluate the results of the different methods, we use the Rand index (RI), the accuracy 
(ACC) and the variation of information (VI)[8], to assess the quality of the clustering algorithms. 
Synthetic datasets 

Two 2-dimensional artificial data sets are designed to highlight the problems that cannot be 
effectively solved by centroid-based clustering algorithms. The distribution of data points in these 
data sets and the ideal clustering results that we hope to obtain can be seen in Fig. 2. Different levels 
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of constraint information are considered: 0%, 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, and 
50% of constraints are considered relative to the total number of samples in the data set. 

Fig.2. shows the two-moons synthetic data where each moon consists of 100 data points (balanced 
data). Every point should be similar to points in its local neighborhood, and points in one moon 
should be more similar to each other than to points in the other moon. Fig.3 to Fig.4 present the 
dependence between the performance evaluations and the number of pairwise constraints considered 
for the data set. 

                                       
Fig.2 The distribution of data points in synthetic datasets (Class are denoted by symbols) 

   
Fig.3 ACC evaluations results on the Two-moons.    Fig.4 VI evaluations results on the 

Two-moons. 
As we easily notice in Fig.3 to Fig.4, a centroid-based clustering algorithm, like Kmeans, do not 

respond to the two data sets at all. On two moons data sets our method outperforms the other six 
methods when pairwise relations are more than 15% and our method also gives the highest clustering 
accuracy after 35% relations for XOR data set. In addition, COP-Kmeans cannot find a satisfying 
resolution for XOR and Two moons data sets when relations are more than 25%. Moreover, all 
standard deviation values of the total performances in our method are smaller than values of the other 
algorithms, which shows that our method has more stable results. 
Real-World datasets 

We also present results on the well-known Iris data set in UCI repository. Table1 presents the 
clustering performances of the different clustering algorithms on the Iris data set, according to various 
levels of constraint information respectively. The bold face number is the best result among all seven 
methods. 
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Table 1  RI evaluations results on the Iris data sets    

Methods 0% Constrains 10% Constrains 30% Constrains 50% Constrains 
Kmeans 0.8759±0.0029 0.8759±0.0029 0.8759±0.0029 0.8759±0.0029 

CK 0.8759±0.0029 0.8836±0.0085 0.9014±0.0137 0.9190±0.0152 
COPK 0.8759±0.0029 0.8762±0.0030 0.9198±0.0282 0.9517±0.0254 

CL 0.8368±0.0000 0.8454±0.0578 0.8762±0.0719 0.8744±0.0656 
PEM 0.8455±0.0226 0.8620±0.0260 0.8849±0.0214 0.8902±0.0301 
FEM 0.8455±0.0226 0.8643±0.0247 0.9436±0.0307 0.9532±0.0485 
IEM 0.8595±0.0190 0.8802±0.0207 0.9571±0.0274 0.9792±0.0147 

As shown in Table 1, in most occasions, our method gives the best results among all seven 
methods. In other occasions, CL gives slightly better or comparable results. Balance scale data sets 
have high dimensional and sparse feature vectors, which makes COP-Kmeans inapplicable. 
Therefore on these two data sets we only present six algorithms results. Moreover, all standard 
deviation values of the total performances in our method are smaller than values of the other 
algorithms. That is, we can notice that the performance of our method is more stable and prominent. 

Conclusions 
We have presented a novel immune clonal selection semi-supervised mixture model clustering 

algorithm, where we introduce a novel global search mechanism based the clonal selection algorithm 
into semi-supervised Gaussian Mixture Models clustering techniques. The pairwise constraints are 
used for semi-supervised clustering tasks by modifying the standard Gaussian mixture models 
clustering algorithm to take into account ML and CL information. The novel algorithm can find 
globally optimal solutions for model-based clustering problems based on artificial immune evolution, 
and determine the optimal number of clusters automatically. It is seen that significant performance 
improvement is achieved over the existing prevalent semi-supervised clustering algorithms, for both 
artificial data and real-world data sets. Moreover, the novel algorithm shows a best robust behavior 
among all methods. 
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