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Abstract—In order to solve physical problems, we must
establish  mathematical models for the problems.
Mathematical models often are differential equations
relating an unknown function and one or more of its
derivatives. In this paper, in order to solve high order
differential equations, we first proved the expression for n
repeated definite integrals by mathematical induction,
Integration by parts and binomial formula. Then we
obtained the solution of a class of high order differential
equations by integral technique and the formula for n
repeated definite integrals. Our results can be used to study
the properties of high order differential equations, and then
our results can be used to investigate physical or “real life”
problems.
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l. INTRODUCTION

In order to solve physical problems, we must establish
mathematical models for the problems. Mathematical
models often are differential equations relating an
unknown function and one or more of its derivatives. Wide
applications of differential equations have attracted great
interests of many mathematicians. Some mathematicians
investigated existence of solutions for differential
equations in [1-6]. Some mathematicians studied the
solutions of high order differential equations and the
theory on differential equations in [7-11].

In this section, we use the following lemmas to prove
our main results.

Lemma 1.

MAIN RESULTS

(see [12]) Suppose that f(t)
continuous function on [a,00) .Then the function

yO = [[ [ )z, dr,dz,ds)
(t=9)" f(s)ds,

@
[
is a solution of higher order differential equation
y" () = f () te[a ), 2
y?(@)=0,i=01L,n.
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Proof. For the reader’s convenience, we prove this
Lemma by induction. Firstly, we consider the case of

n =1. The solution of differential equation (2) is
t (S
y(t) = j j f(r,)dz,ds
=s[ f(r)dz [ - sf (s)ds

= [ ft-9)f(s)ds 3

So (1) is true for n =1. Letting this be our basis step,

suppose that (1) is true up to some K >1, i.e. the solution
of differential equation (2) is

yO = [ [ [*[ fc)(dr, - dr,dz,ds)
)" f(s)ds.

_p(t=s)"
j o 4)

If n=Kk+1, then the induction hypothesis implies
that the solution of differential equation (2) is

yO = [ [ ] f Gu)dry, - dr,drds)
[ j:—(s‘fl)k f(r,)dz,ds.

==

=1 ¢y, I

(k)!
- j (5= Tl) lf(rl)drlds
(t- 5) (s— 71) t
=t o f(s)ds j Gy @
ts? (s 1)k2
j j (krz)' f (z,)dz,ds)
(t-s)* (t—s)“*
j (k)l f(s)ds— (& j(k 1)|f(s)ds
j *(5-7) zf(rl)drlds). )

(k-2)!
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We consider the integration

jti [ (5-7)"" ¢ ydrds
a2k (k—2)!

When k —2 =1, we have

jtif (s—7,)f (r,)dz,ds

=—j (s—7,)f(z)dr, || j If(rl)drlds
=§L(t—s)f(s)ds

-G Edn I [ 2 f(s)s)
:ﬁf(t—s)f(s)ds—ﬁj‘ f(s)ds+£% f (s)ds

it t—s)—t* +s*

3t
L T f(s)ds. (7

When k —2 = 2, we have
ts? ps (s _71)2
L? [ S (m)drds

_SS S(5_71)2 t
—gLT f(z)dz, |a

- j‘%j [[(s-2)f (z)dr,ds

gj“ 5)” £ (5)ds
—[—J(s ) f(m)dz I, j j f (r,)dz,ds]
3l LI s [

—[E ALY Lg f (s)dsT}
_ % L‘—(t ‘2'3) f (s)ds —{t4—! [[(t-9)t@E)ds

t5 ot t g
I [ f(s)ds— La f (s)ds}

5' 3 2 5' 4 5 5
:r?ﬂ!t (t-s) _ﬁt (t-s)+t° s o

a 51
®)

When K —2 =3, we get

ts? rs(s—1,)°
L? I%f (r,)dz,ds

()"‘2t

S
j j(s 7" £ (7 )dr,ds
:%J:%f(s)ds

j(s %" f (edr, |

-2 E j (s—7,) f(z,)dz,ds]

SO wus - [ ot
—[— j (s—7,) f(r.)dz, I} —L— [ f(z)dz,os}
j(t S)sf()d . j(t 9" f(s)ds
—[— j (t—s)f(r,)ds —(a j f (s)ds - LE f (s)ds)[}

6! 4 2
(ﬁ (t—s)® Mt (t—s)°) f(s)ds.
—t°(t—s)—t° +s®) f(s)ds. 9
j (Sm (t—s)—t°+5°) f (s) ©
By the same procedure as above, we get

ts? s (s— z'1)
j j -2 27 f(r,)dr,ds

(t s)m 2
3]( _a|”$$

StAj(t S) (e

syl j (t—s)f(s)ds

tm+l

ik j f(s)ds + (—1)™* j
(m+1)!

m+1

S

+(=D" c D!

f(s)ds

" (m +1)|I [Bl(m 2)1

" 4(m-3)

( S)m 2

(m+1) ( S)m 3



m-2 (m+1)| m-1
(m-1)12
()™ 1(m+&l)t (t—s)+(-)"t™

+(“)™Ls™] f (s)ds.

Taking into account (5) and (10), we obtain

yo =[[ [ f (rm)(drm--drzdrlds>
(t-s)" S) (t-
_tI f(s)ds _( I (k - 1)|
ItS I(S 7)<

(k=2)!
Sl
1

_(k+1)|-[[
+--+(-1)

+(=1) (t-s)’

f (s)ds

f (z,)dz,ds)

(t_S)k—l
kD) f(s)ds

(k+D! s

f(s)ds — (— j

(k+1) 3( _ )k 2

Ak-2)! a(k-3)!

k-2 (k+1)| k—l(t_S)Z
(k=112

+ (=D (K + Dt —s) + (D)t

t(t-9)"

+ (_1)ktk+l +( 1)k+1 k+1]f (S)dS)
(k +1)! (k +1)!

:(k+1)!I[ m S 2A(k—1)! e-9
+ ..+(_1)k—2% —l( _S)2

+ (=D Mk +Dti(t—s)
+ (_1)ktk+1 + (_1)k+l k+1] f (S)dS
(k +2)!

k+l

Tkt 1)|“( k! -9
_ (kD! 2(t—5)t
21(k —1)!
+e 4 (D2 —((kk—+13;! t“(t—s)?

+ (=DM D (E =) + (=)<t
+(t—s)* " + (=D s ] f (s)ds)

ot (_S)k+l +(t- S)k+l n (_1)k+1sk+1
- (k+1)! [T (s)ds
= J: (t= S)k+l f (s)ds. (11)

(k+1)!
Therefore, by induction, (17) is true forall n>1.
Theorem 1. Suppose that f(t) is a continuous
function on[a,) , and p(t) > 0 is an nth continuous
differentiable function on[a, o) . Then the function
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t(t=s)"t 1 s(s—7)"!
t)= f(r)d7)ds
YO=[ o ook g F@9)
(12)
is a solutions of higher order differential equation
(13)

(')(a) :O,l =01---,n+m-1.
Proof. Carrying out integrations on both sides of (13)
N times, using (1), we obtain

L[ f(r,.0)(d7,  LdT,drds)

B (t S)n -1
j =D f (s)ds.

Dividing both sides of (14) by p(t) , we have

B t (t _ S) n-1

-y j T f (s)ds. (15)
From (15), we get

(=)™t s(s—7)"*
YO= [ o gk oy (0908
(16)

(16) is a solution of higher order differential equation (13).

Theorem 2. Suppose thatC,, C, are positive constants.
Then the function
Cl (t _ a)m-H‘I

) =
yo c,(m+n)!
is a solutions of higher order differential equation
n dm
C t
pre (c, @ y(t))
y(@)=0,i=01---,n+m-1.
Proof. By Theorem 1, we see that the function
c, t(t=s)"" ps(s—7)""
y) == ([
e, ' m-r %
is a solutions of higher order differential equation

S Y(0) =

(')(a) =0,i=0%---,
From (14), we have
(8

_& t(t—S)m_l
v = C, -L (m-1)!

17)

=, te[a,x) 18)

ds (19)

c,tela, ), (20)

n+m-1.

S— Z_)n—ZI.

(n=1)!

dz)ds

¢ t(t=9)"" (5-1)"
=21, (m—1)! e
_&r (t-s)"'(s—a)"

B (m-2)!n!



&It (t-s)"'(s—-a)"

c,’2  (m-1)n!

Let s—a=Xx(t—a),thent—s=t—-a—(s—a).
From (21), we have

(21)

m-1,,n
@-v)™v dv

v = A Il (m-=1)!n!
_G(t=a)"™" B(m,n+1)
(m-1)inlc,

_c(t—a)™"ni(m-1)!
- (m-=1)Inl(m+n)lc,
_ Cl(t_a)ern
Ccy(m+n)!

I1l.  CONCLUSIONS
In this paper, firstly, we proved the function

y(t) = jt [[TL[" f(z.)(d7, Ld7,dz,ds)
t
_j(( )SI) f (s)ds

be a solution of higher order differential equation
y" () = (1)t [a,00),

y?(@)=0,i=01L,n.
Then we proved the function

t(t—S)ml (s-0)""
t)= f(r)d7)ds
y(t) L(m4y (ﬁj o ©9)
be a solutions of higher order differential equation
d"

t)) = f(),t ,00),
dt“(p()dtm y(0) = f(t).te[a, )
y9(@)=0,i=01---,n+m-1.

Finally, we proved the function
C (t_a)mm
=2 ~/

ye) c,(m+n)!

to be a solutions of higher order differential equation
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d" dam
(€ V() =cytefa)
y?(@)=0,i=01---,n+m-1.
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