








 

Dolphin network is a community of dolphins living in New Zealand. There are 62 dolphins and edges 
are set between network members that are seen together more often than expected by chance. The 
network is split naturally into two large groups, and the number of edges is 159. 

We compare AP clustering (APC) algorithm with the COPRA algorithm using run time and EQ to 
evaluate the performance. The results are compared with the COPRA algorithm and shown in Table 
2. 

Table 2 Comparison of performance measures 

Algorithms Karate network Dolphin network 
run time (ms) EQ run time (ms) EQ 

COPRA 164 0.158 224 0.303 
APC 32 0.168 92 0.306 

The APC algorithm outperforms the COPRA algorithm in our experiments with shorter run time 
and higher EQ values. Especially, when the network scale become huge, the APC algorithm can 
accomplish clustering task spending shorter time than COPRA algorithm. Therefore, the distributed 
APC algorithm can deal with large-scale data within the limited time. 

7. Conclusions 
In this paper, we have expounded the cloud computing with Hadoop architecture and the work 

mechanism of the MapReduce model. MapReduce is the most popular distributed computing 
framework. Then we have researched AP clustering algorithm and realized it on MapReduce. 
Compared with other traditional clustering algorithms (ex. K-Means), APC algorithm does not need 
to specify the number of clusters and choose a cluster center from subset of data points. We 
constructed cloud computing environment to realize parallelizing APC algorithm for identifying a 
community in complex networks. The performance of our algorithm was tested on two real-world 
networks. Experimental results confirm the validity and advantage of this approach. As future work, 
we will aim at combining our method with other methods to improve the quality of results. 
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