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Abstract. This paper presents an algorithm of image segmentation of region of interest (ROI), 
extracts the ROI of a palmprint image and studies the composing features of palmprint. This paper 
constructs a coordinates by making use of characteristic points in the palm geometric contour, 
improves the algorithm of ROI extraction, and provides a positioning method of ROI. Moreover, this 
paper uses the wavelet transform to divide up ROI, extracts the energy feature of wavelet.  

1. Introduction 

Although the research of palmprint recognition started relatively late, it has also experienced 
stages of emergence, development and maturation during its development of more than ten years. 
Now it is experiencing the deeper and more detailed development.  

In 1985, Matsumoto Katsuhei introduced the application of palmprint recognition in the field of 
identification firstly, however, without deeper research. In 2004 and 2006, Kong and Zhang D 
improved the Palmcode method by using 2-dimension Gabor filters[1], and formed a new kind of 
palmprint feature code called Fusioncode. However, both Palmcode and Fusioncode do not contain 
the direction information of every point in palmprint, which reduces their distinguishing performance. 
Additionally, some fruitful researches had been implemented by many universities and institutes in 
the world. 

Among algorithms of image segmentation[2-6], the one of algorithms was Fuzzy C-Means 
clustering[4] has some better features which can meet the human cognition pattern, be described 
concisely and clearly, be easy to implement and so on. However, this algorithm has some 
disadvantages such as its performance depends on the initial clustering center, poor antinoise 
capability, and slow convergence and so on. From the research of traditional Markov Random Field 
(MRF) known, the segmentation effect of MRF to micro texture was better, but the segmentation 
result to macro texture had many isolated islands or small areas.  

2. Extraction of ROI 
In a gathered palmprint image, besides the noise in the data of palm and background, the 

translation and rotation of palm can influence the quality of image. All these factors do not make 
against the extraction and matching of palmprint features. Therefore, some preprocessing such as 
segmentation, calibration and normalization must be implemented before the features extraction of 
palmprint is carried out.  

(1) Extraction of palmprint edge contour 
The image border is the discontinuous reflection of local characteristics of an image, such as the 

mutation of gray level, colors and texture, which marks the end of a region and the beginning of 
another region. For the calculation simplicity, the first order derivative or the second derivative is 
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usually used to check the border of an image. It can be easy to detect the discontinuity of gray level by 
taking advantage of the derivative. The detection of border can be realized by the convolution based 
on the spatial differential operators. Some smoothness and binarization processing should be done 
before the extraction of border is implemented. 

Assume the original palmprint image is ( , )f x y′ , the smooth filtering to ( , )f x y′  in a spatial 
domain can be carried out by using a low-pass filter H  and the output image is ( , )g u v , as shown in 
equation (1). 

( , ) ( , ) ( 1, 1)
x y

g u v f x y H u x v y′= − + − +∑∑                                                                                      (1) 

A relative complete image of palm edge can be obtained after filtering. Then a binarization 
processing for image ( , )g u v  is carried out by choosing a proper threshold value h . As shown in 
equation (2), the processed image is ( , )f x y . 

1
( , )

0
f x y 

= 


     
( , )
( , )

g u v h
g u v h

>
≤

                                                                                                             (2) 

Then the edge detection for the binarization image can be carried out in image width and image 
height directions by making use of gray-level mutation. The algorithm is as follows: 

Assume the sizes of image height and image width are m and n, respectively. The number of 
gray-level change, ic , 1, ,i m=  , is sought along the image width direction. According to the 
experimental result to texture and background regions, the number of gray change of texture region is 
more than that of background region. Further, according to the change number ic , a threshold value 

1M  can be given. For any change number is greater than this threshold, i.e., 1ic M> , at this time, the 
height and width are recorded, which represented as 

1ky  and 
1kx , respectively, 1k N∈ , and the set of 

ordered pairs is acquired as equation (3). 
( ){ }1 11 1,k k iI x y c M= >                                                                                                                  (3) 

On the other hand, in a given fixed point along image width direction case, i.e., width=nj, the 
number of gray-level change, jd , 1, ,j n=  , is sought along the image height direction. Then 
according to the change number jd ,  another threshold value 2M  can be given. Similarly, for any 
change number is greater than this threshold, i.e., 2jd M> , at this time, the width and height are 
recorded, which represented as 

2kx  and 
2ky , respectively, 2k N∈ , and the set of ordered pairs is 

obtained as equation (4). 
( ){ }2 22 2,k k jI x y d M= >                                                                                                                (4) 

According to equation (3) and (4), the set of ordered pairs ( ){ }1 2 , ,k kI I I x y k N= = ∈  can be 

obtained. Based on ( ),k kx y , the fitting curve that kx  and ky  satisfy can be obtained. The edge line of 
palmprint region can be obtained by carrying out borderline modeling of texture. This algorithm of 
texture segmentation is called the gray-level mutation algorithm. 

(2) Extraction of ROI 
How to divide up a palmprint image and get the Region of Interest (ROI) that contains the 

abundant information and simplicity of operation, this paper gives a fast and convenient approach. 
That is to say, firstly, in the horizontal direction along x  axis, searches a sharp growth value 1h  and a 
sharp reduction value 2h  in the gray-level mutation, then the left boundary 1l  and right boundary 2l  
of ROI can be obtained. Secondly, in the vertical direction along y  axis, searches a sharp growth 
value 1w  and a sharp reduction value 2w  in the gray-level mutation, then the upper boundary 3l  and 
lower boundary 4l  of ROI are obtained. Where, the sharp growth and sharp reduction in the 
gray-level have something to do with the amount of pixel of edge width and edge height of palmprint, 
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as well as the position of edge between fingers and palm, i.e., the mutation case of gray-level is 
decided by the two factors. 

A rectangle is formed by the four straight lines 1l 、 2l 、 3l 、 4l , as shown in Figure 1. The area of 
image falling within this rectangle is then extracted as the ROI, as shown in Figure 2. The ROI 
obtained in this way has eliminated the influence of noise, rotation, translation and so on. Experiment 
proved that the ROI extracted in this way is more beneficial to the subsequent feature extraction of 
palmprint. 

 
Fig.1. Information-rich rectangle ROI achieved  

 
Fig.2. Palmprint extracted in ROI 

3. Feature extraction of ROI 
Here two algorithms on feature extraction are given. The first one is: the gray-level mutation 

algorithm mentioned above not only can carry out the edge detection of image, but also can 
implement the characteristic points detection such as corner points, end points, bifurcation points and 
so on. To acquire these characteristic points, the numbers of gray-level change ic  and jd  are 
searched along the image width and image height direction of a palmprint, respectively. If there is 

1ic M>  or 2jd M> , the detected pixel points are the characteristic points such as edge points, corner 
points, bifurcation points and so on. Where 1M and 2M  are the two given thresholds. So, the 

characteristic vector that every detected characteristic point is corresponding to is ,i jV c d =   . The 
detection of characteristic points in ROI by gray-level change is shown in Figure 3. 
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Fig.3. Detection of characteristic points in ROI by gray-level change  

The second algorithm is to carry out the feature extraction of palmprint by wavelet transform. 
Choose a function ( )tψ



 to construct 2
, ( ) 2 (2 )j j

j k t t kψ ψ= −
 







 

, and make it do inner product with 

image ( ),p x y , which can carry out some processing for a palmprint image such as smoothing, 

denoising, enhancing, compressing and so on. Where, ( , )t x y=


, ( )1 2,j j j=


, ( )1 2,k k k=


. An 
alternative way is usually to choose a two-dimension Gabor function as a wavelet as follows: 

( )
( )

22
1
21,

2
x y

x y j ux vy

x y

g x y e
δ δ

πδ δ

    − +  + +        = ⋅                                                                                          (5) 

Make it process the image ( ),p x y , then the concrete algorithm is ( )
, , ( ), ,

j k j kW t p x yψ=










, 

which can carry out a decomposition and extraction of energy coefficient features of image ( ),p x y . 
For a region of texture with rich features, it shows that the energy is denser, the difference in 
amplitude is little, and the distribution of energy is regular as the decomposition levels increase. For a 
region with sparse texture, the energy takes on the form of jumping, sparse rendering as the 
decomposition levels increase. 

From the decomposition calculation of wavelet known, the ith level energy feature of ripple is 
calculated by the ith level decomposition coefficient of wavelet, which shows the texture feature of a 
palmprint image in the 2 i−  scale, in different directions and different positions. 

The palmprint image passes through n-level two-dimensional discrete wavelet transform, the 
detail image of each level in horizontal ( iH ), vertical ( iV ) and diagonal ( iD ) directions can be 
obtained, respectively, as shown in Figure 4, where 1,2, ,i n=  . 

H2

D2V2

H1

D1V1

                    
(a) 2-level decomposition                          (b) energy histogram 

Fig.4. 2-level decomposition and its energy histogram 
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4. Conclusion. 
This paper presents two segmentation algorithms of ROI, which the one is based on the palm edge 
contour and the other is based on the distance and direction. Moreover, this paper gives the feature 
extraction algorithm of ROI, and carries out the simulation test. Finally, the simulation results prove 
the feasibility and effectiveness of all proposed algorithms or approaches in each stage. 
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