






problems, administrators need to delete node operation. Status Monitor to monitor levels of 
different objects can be divided into three categories, system-level status monitoring, status 
monitoring node level and disk-level status monitoring. 

Conclusion 
In configuration management, analysis and design of our discovery node, configure the node, the 

node installation, updating nodes, stop nodes, delete nodes, add a disk and delete disk operations 
specific process, then in terms of condition monitoring, from system-level status monitoring, status 
monitoring node level and disk-level status monitoring and analysis of the three aspects need to be 
monitored and how to obtain information on the status of these contents. 
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